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Thesis summary

In the first part of this thesis, the fundamental concepts of the global carbon cycle and in
particular the role of the ocean are presented (chapter 1). Covering about 70% of the Earth’s
surface and being a vast carbon reservoir, the ocean is an important part of the global carbon
cycle. Several coupled biogeochemical cycles exist in the ocean. Most relevant to this thesis
are the production, export and remineralization of organic matter, as well as the calcium
carbonate cycle.

Most results in this thesis are from simulations performed with the NCAR CSM1.4-carbon
model (chapter 2). This is a fully coupled state-of-the-art climate model consisting of ocean,
atmosphere, land and sea-ice components and it includes biogeochemical land and ocean
models. The simulations are performed over the period 1820 to 2100 and are mainly based
on historical CO2 emissions (1820-2000) and future emission scenarios (SRES A2 and B1,
2000-2100).

The analysis of the simulation results with respect to ocean acidification (chapter 3) shows
that the model results match data-based estimates reasonably well in most regions. There
is a weakness in the North Pacific Intermediate Water and the saturation horizon generally
tends to be somewhat too deep. The simulated seasonal variability in the aragonite saturation
state is small in the high latitude and tropical ocean. In the mid-latitudes of the Northern
Hemisphere there are deviations up to 15-20% from the annual mean. The interannual vari-
ability is small. The carbonate saturation state at the surface is mainly given by the in-situ
CO−2

3 concentration. The direct influence of temperature and salinity is relatively small. The
Arctic surface ocean becomes undersaturated with respect to aragonite for atmospheric CO2

exceeding 475 ppm, which is reached by 2040 in the SRES A2 scenario. After the year 2070
(625 ppm) high latitude waters become largely undersaturated. Surface waters with ΩA > 4
disappear by 2010 and the global volume of undersaturated waters increases by about 30%
until 2100. The global annual mean surface pH drops from 8.17 (1820) to 7.77 (2100) in the
A2 scenario. Largest pH changes (about -0.46) can be found in the Arctic. Changes in the
seasonal variability are small in the future scenarios. The global warming has only a little
effect on ocean acidification in most regions, except for the Arctic Ocean and a part of the
North Atlantic. The projected decrease in global annual mean ΩA is about 4 % larger without
changing climate due to increased CO2 uptake by the ocean.

Simulations with the NCAR CSM1.4-carbon and two other models (IPSL and MPIM) project
a decrease in marine primary productivity of 7% to 25% (-2.0 GtC/yr to -8.8 GtC/yr) from
1860 to 2100 (chapter 4). There are, however, relatively large differences between the three
model results. The simulated production in the IPSL model is significantly higher as in
the other models and shows also the largest changes during the simulation. The NCAR
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model projects largest reductions in the North Atlantic, whereas the other models show more
distributed changes with maxima in the low latitude ocean. Production is partially enhanced
in the Southern Ocean, in the North Pacific and in the Arctic. Finding clear drivers of
the productivity changes is difficult. In the NCAR model, mixed layer dynamics seem to
play an important role, ecpecially in the North Atlantic. Stratification is enhanced in all
models and regions, which leads to a reduction of surface nutrient concentrations in many
regions. In the NCAR model, reduced phosphate diminishes production in the North and
South Atlantic, as well as in the West Indian Ocean, whereas reduced iron concentrations
dominate the productivity changes in the Pacific.



Chapter 1

Introduction

There is strong evidence that the Earth’s climate has changed since the onset of the industrial
revolution. It is also likely that it will continue to change, because carbon dioxide emissions,
which are known to contribute largely to the climate change, are still increasing in order to
meet the energy demands of the world population. But the question how it will change is
difficult to answer, because it depends on many factors (e.g. future carbon emissions and
mitigation initiatives) and because our understanding of the climate system is still limited,
although much facts are broadly accepted nowadays. The first problem can be circumvented
by defining certain scenarios and base future projections thereon. In order to improve our
knowledge of the climate system, modeling studies can help and are the tool of choice when
assessing future climate change.

This thesis attempts to evaluate two specific consequences related to the global carbon cycle
using a state-of-the-art climate model described in chapter 2. The first consequence is that
the ocean chemistry is changing due to increased atmospheric carbon dioxide concentrations
and subsequent uptake by the ocean. This effect is known as ’ocean acidification’ and will be
discussed in chapter 3. The other consequence, which will be discussed in chapter 4, is that
climate change also affects marine biota and biological productivity in the ocean, which in
turn are important components of the global carbon cycle.

This first chapter presents an overview of the carbon cycle and the relevant mechanisms for
this thesis.

1.1 The global carbon cycle

The chemical element carbon is essential for life on Earth. It’s the basis of organic chemistry
and occurs in all organic life, but is also a component of carbon dioxide (CO2) and methane
(CH4), which are the two most important greenhouse gases after water vapor.

The amount of carbon on Earth is almost constant, thus if carbon is disposed somewhere
(e.g. plants that build biomass by carbon respiration), it has to be obtained from somewhere
else. The processes that are responsible for such carbon fluxes can be biological, geological,
chemical or physical and the entire system is usually referred to as the global carbon cycle.
Similar biogeochemical cycles exist also for oxygen (O) and other elements like nitrogen (N),
phosphorus (P), silicon (Si), iron (Fe), etc.
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Since the industrial revolution, the carbon cycle plays an even more important role, because
it is tightly coupled to the energy needs of the growing world population. Energy sources like
crude oil, natural gas and coal are extracted and consumed in large amounts and short time.
This leads, together with increased land use (e.g. deforestation), to a significant perturbation
of the global carbon cycle, and thus, of the climate system as a whole.

1.1.1 Carbon reservoirs and fluxes

The main carbon reservoirs are the atmosphere, the biosphere, the ocean and sediments.
Table 1.1 shows estimated fluxes, residence times and the amount of carbon stored in these
reservoirs. The atmosphere contains carbon mainly in the form of carbon dioxide, methane
and carbon monoxide (CO). The biomass in the biosphere can be summarized by glucose
(C6H12O6) and most of carbon in living biomass is stored on land. In the ocean, carbon
can be found mainly in dissolved inorganic form (dissolved inorganic carbon, DIC) and some
amount of dissolved organic carbon (DOC). The biggest carbon reservoirs are sediments, that
contain predominantly CaCO3 and MgCO3. The residence time of carbon in sediments is
long and processes are only relevant on time scales of more than a 1000 years.

The most important carbon fluxes are those between atmosphere and biosphere (photosyn-
thesis/respiration) and the gas exchange between the atmosphere and the surface ocean.
Furthermore there are carbon fluxes from living land biota to soils, and from soils to the
atmosphere, as well as transport of carbon by rivers from the land to the ocean and sedimen-
tation in the ocean. The fluxes in the ocean are rather complex and discussed separately in
the next section.

The pre-industrial carbon cycle was changed by additional fluxes from the land to the at-
mosphere induced by land use emissions and fossil fuel combustion. In consequence, the
amount of carbon in the land biosphere and soils decline, while the atmosphere and the ocean
accumulate carbon.

1.2 The ocean carbon cycle

The ocean is of major importance for the global carbon cycle because it is the biggest carbon
reservoir with relatively short residence times. It contains about 60 times more carbon than
the atmosphere and controls the atmospheric CO2 concentration on time scales up to several
1000 years.

The carbon cycle in the ocean is determined by the interaction of various biogeochemical
processes and is tightly coupled to the cycle of nutrients like iron (Fe), phosphate (P) and
nitrate (N). The ocean circulation and mixing by itself would lead to a uniform distribution of
matter as it is more or less the case with salinity. This is not the case for carbon, because the
distribution of carbon is also affected by the carbonate chemistry in the water and biological
processes.

1.2.1 Production, export and remineralization of organic matter

In the euphotic zone near the ocean surface (≈ top 100 m), where light and nutrients are
abundant, the production of organic matter, calcium carbonate (CaCO3), and silicate shells
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Atmosphere

CO2 (before 1850) 594 GtC
CO2 (2000) 786 GtC
CH4/CO 4 GtC
Atm. - ocean CO2 exchange 78 GtC/yr
Atm. - land biota, photosynthesis/respiration 65 GtC/yr
Residence time (total) 4 yr
Exchange with ocean only 8 yr
Exchange with land only 9 yr

Land

Living biota 560 GtC
Soil, humus 1500 GtC
Groundwater 450 GtC
Fossil fuels ca. 5500 GtC
Volcanism ca. 0.07 GtC/yr
Fossil fuel combustion (2000) 6.5 GtC/yr
Living biota residence time 11yr

Oceans

Inorganic C (DIC) 37400 GtC
Dissolved organic matter (DOM) ca. 1600 GtC
Biomass 3 GtC
Marine photosynthesis 45 GtC/yr
Sedimentation 0.2 GtC/yr
Residence time (photosynthesis) 0.07 yr
Exchange with atmosphere 530 yr
Sedimentation only 200’000 yr

Sediments

Inorganic C ca. 60’000’000 GtC
Organic C ca. 12’000’000 GtC
Residence time 212’000 yr

Table 1.1: Major global carbon reservoirs, gross fluxes and resident times. The estimated amount of carbon
is given in gigatons carbon (1 GtC = 1015 g Carbon). The residence time is defined as τ = M

F
, where M is

the mass in the reservoir and F the flux. (Main sources: Bolin et al. (1979), Bolin (1981), Clark (1982))
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(SiO2, opal) takes place. Carbon and nutrients are turned into organic matter by marine or-
ganisms (mostly phytoplankton) via photosynthesis. After subtracting the metabolic costs of
all other metabolic processes by the organisms themselves, the remaining organic carbon be-
comes available to heterotrophs (organisms that require organic substrates to get carbon) and
is called net primary production (NPP). The main factors that determine the amount of NPP
are temperature, the availability of light (required for photosynthesis), and the availability of
macro- (e.g. N,P) and micronutrients1 (trace elements like Fe).

A part of the organic carbon is exported to the deep ocean either in the form of dissolved
organic matter (DOM) or particulate organic matter (POM). DOM is transported by ocean
circulation and mixing only, whereas the heavier POM is also transported by particle settling
(gravitational sinking). The fraction of the produced organic matter that leaves the euphotic
zone, is called export production (EP). The efficiency of vertical POM transport is strongly
related to the strength of the oceanic sink for atmospheric CO2, because it influences the CO2

partial pressure (pCO2) at the surface and thus the ocean’s ability to absorb CO2 from the
atmosphere.

The majority of exported organic matter is remineralized in the upper few 100 m of the
thermocline2 and only a small fraction makes it to the deep ocean. The understanding of
remineralization is lesser developed then our understanding how organic matter is formed
in the euphotic zone. Most of the organic matter is remineralized by heterotrophic organ-
isms within the water column or in sediments. Normally oxygen is used as oxidant (aerobic
remineralization), leading to reduced oxygen concentrations where the remineralization takes
place. Where oxygen is scarce, nitrate can replace oxygen and nitrate is reduced (referred to
as denitrification).

The so-called ’biological pump’ (or ’soft-tissue pump’ when referring explicitly to the cycling
of organic matter and not to that of minerals like calcium carbonate) refers to the production
of organic matter from inorganic nutrients and carbon in the euphotic zone near the ocean
surface, and the transport to deep and intermediate waters, followed by the remineralization
of the organic matter to inorganic nutrients and carbon, which then are transported back to
the surface by circulation and mixing. The term ’pump’ is used for that process, because it
transports nutrients and carbon from the surface to the intermediate and deep ocean. The
concentrations of nutrients and carbon is reduced in the surface ocean and increased in the
intermediate and deep ocean. Ocean circulation and mixing counteracts this process and lead
to a vertical gradient of carbon and nutrient concentrations in the steady state. Circulation
and mixing only would result in a more uniform distribution as it is the case for salinity.

Because the molecular ratios of C, N and P in phytoplankton is relatively constant, the relative
amount of carbon and different inorganic nutrients that are involved in the production and
remineralization of organic matter is almost constant. The ratios P:N:C:O2 = 1:16:106:-150
are known as the Redfield-ratios and follow from the ”best guess” of the stoichiometry of
organic carbon production:

106 CO2 + 16 HNO3 + H3PO4 + 78 H2O = C106H175O42N16P + 150 O2 (1.1)

1Nutrients are defined as components of sea water that sometimes limit biological production of organic
matter. Carbon is always available and thus no nutrient.

2The thermocline is a layer in the water column below the mixed layer where the temperature changes
rapidly with depth.
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The composition of this organic matter is 54.4% protein, 25% carbohydrate, 16.1% lipid, and
4.0% nucleic acid by dry weight [Sarmiento and Gruber, 2004].

Most of the water column remineralization of organic matter occurs by the reverse of the
synthesis reaction at the surface (eq. 1.1). However, the stoichiometry of the remineralization
reaction below 400 m appears to be somewhat different:

P : N : Corg : O2 = 1 : (16 ± 1) : 117(±14) : (−170 ± 10) (1.2)

Two important measures that are influenced by the biological pump are dissolved inorganic
carbon (DIC, often also referred to as total inorganic carbon or total CO2) and alkalinity
(Alk). Alkalinity is a measure of the ability of a solution to neutralize acids. Alk and DIC
are defined as

DIC = [CO∗

2] + [HCO−

3 ] + [CO2−
3 ] (1.3)

Alk = [HCO−

3 ] + 2[CO2−
3 ] + [OH−] − [H+] + [B(OH)−4 ] (1.4)

+[HPO2−
4 ] + minor bases.

Knowing that NO−

3 and HPO−2
4 rather than HNO3 and H3PO4, respectively, are the dominant

chemical species present in seawater, equation 1.1 can be rewritten as

106 CO2 + 16 NO−

3 + HPO2−
4 + 78 H2O + 18 H+ = C106H175O42N16P + 150 O2. (1.5)

From this it follows that the production of 1 mol organic matter decreases DIC by 106 mol
(−106 CO2) and increases Alk by about 17 moles (−18 H+, −HPO2−

4 ). Accordingly, the
remineralization of organic matter increases DIC and decreases Alk.

The effect of the biological pump on DIC and Alk exhibit an important connection to the cal-
cium carbonate cycle discussed in section 1.2.3, because the net effect of both, organic matter
production/remineralization and calcium carbonate production/dissolution, determines the
resulting DIC and Alk concentrations.

1.2.2 CO2 uptake by the ocean

Besides the biological pump, the exchange of CO2 with the atmosphere plays an important
role in the marine carbon cycle, particularly because of anthropogenic emissions, that lead to
an uptake of CO2 by the ocean.

Atmospheric CO2 enters the ocean by the air-sea gas exchange at the ocean surface, which
tends to equilibrate the partial pressure (pCO2) across the air-sea interface (Figure 1.1). Most
of the CO2 molecules combine with water to carbonic acid (H2CO3) and only a small fraction
remains in aqueous solution CO2(aq). Like all acids, H2CO3 releases hydrogen ions (H+) into

the solution, leaving bicarbonate (HCO−

3 ) and carbonate (CO2−
3 ) ions. Again a little fraction

of H2CO3 does not dissolve and is identified together with CO2(aq) as CO∗

2. The release of H+

into the solution lowers the pH3 of the seawater and decreases the carbonate ion concentration
[CO2−

3 ], because some CO2−
3 combine with H+ to HCO−

3 .

3pH is a measure of the acidity or basicity of a solution and defined as pH = − log10(aH+), where aH+

denotes the activity of H+ ions. In dilute solutions, the activity is approximately equal to the numeric value
of the concentration of the H+ ion; pH ≈ − log10([H

+]).
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pCO2

CO2 + H2O H2CO3

H+
 + HCO3
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H+
 + CO3
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Saturation horizon

Ca2+

CaCO3

Calcification

CaCO3 Ca2+
 + CO3

2-

Dissolution

Ω > 1

Ω < 1

Figure 1.1: A simplified diagram of the carbonate system in seawater. Ocean uptake of CO2 changes the
carbonate ion concentration [CO2−

3 ], which has an influence on calcifying organisms.

This series of chemical equilibria determines the partitioning of the components CO2, H2CO3,
HCO−

3 and CO2−
3 , which are identified together as total dissolved inorganic carbon (DIC).

From the net chemical reaction

H2O + CO2 + CO2−
3 ⇔ 2HCO−

3 (1.6)

follows that if CO2 rises, the CO2−
3 concentration falls. One consequence is the change in the

calcium carbonate saturation state Ω, as discussed in the next section.

1.2.3 Calcium carbonate (CaCO3)

The calcium carbonate cycle is a process similar to the ’soft-tissue’ pump discussed above,
sometimes referred to as ’carbonate pump’. Mineral calcium carbonates (CaCO3) are pro-
duced by organisms and exported to the deep ocean and to sediments. One important dif-
ference to the export of organic matter is that about a third of the CaCO3 that leaves the
surface arrives at the sediments, and that about half of this CaCO3 is buried, whereas only
about 0.2% of surface organic matter export is buried [Sarmiento and Gruber, 2004].

Because of the high burial of CaCO3, a significant amount of alkalinity (removal of CO2−
3 )

is lost from the ocean, which is replaced by riverine input of Alk stemming from continental
weathering and a small input from hydrothermal vents. On time scales larger than 1000
years, the calcium carbonate cycle leads to a negative (stabilizing) feedback, which forces the
system towards an equilibrium between the input of alkalinity by weathering and the burial
of alkalinity in sediments. This provides a mechanism, often referred to as calcium carbon-
ate compensation, to reduce perturbations in atmospheric CO2 by the ocean-sediment flux.
Changes in the export production of CaCO3 on the other hand, can influence atmospheric
CO2.

Although the water in the upper layers of the ocean is supersaturated with respect to Ca2+

and CO2−
3 , mineral calcium carbonates are formed almost exclusively by biological processes

[Sarmiento and Gruber, 2004]. There are three groups of marine organisms that are mainly
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responsible for the production of CaCO3 in the open ocean: Coccolithophorids, Foraminifera
and Pteropods. Coccolithophorids are a phytoplankton group and the other two are zoo-
plankton. They form shells or skeletons out of calcite or aragonite. Aragonite is the less
stable phase of CaCO3 at any pressure and temperature in the oceans. In the benthic zone
CaCO3 is mainly produced by corals, calcifying algae, benthic foraminifera, molluscs and
echinoderms [Kleypas et al., 2006].

Several experiments have shown that coral calcification is mainly controlled by [CO2−
3 ], rather

than by pH or other factors [Schneider and Erez, 2006]. Further, Gattuso et al. [1998] and
Langdon et al. [2000] found in experiments that an increase in [Ca2+] has the same effect
on coral calcification as an increase in [CO2−

3 ], if [CO2−
3 ] is not limiting. This leads to the

hypothesis that the calcium carbonate saturation state defined as

Ω =
[Ca2+][CO2−

3 ]

Ksp
(1.7)

mainly determines the calcification rate by corals, and possibly, by other calcifiers.

Studies have confirmed that chemical precipitation is proportional to Ω; the greater the ion
concentration product, the greater the rate of formation of the mineral. The relationship is
described by a rate law of the form

R = k(Ω − 1)n, (1.8)

where k is the rate constant and n the order of the reaction. There is some controversy as to
whether in the case of aragonite precipitation in seawater n=1 [Inskeep and Bloom, 1985] or
n=1.8-2.4 [Zhong and Mucci, 1989].

It is believed that many calcification data sets are well described by this rate law [Kleypas
et al., 2006]. Langdon and Atkinson [2005] found that the first-order saturation state model
gave a good fit to the calcification rates of an assemblage of corals during summer and winter:
R = (8 ± 1 mmol CaCO3 m−2h−1)(ΩA − 1).

In equation 1.7, Ksp = [Ca2+]sat[CO2−
3 ]sat is the solubility product defined by the equilibrium

relationship for the dissolution reaction of mineral CaCO3

Ca2+ + CO2−
3 ⇔ CaCO3 (1.9)

with [Ca2+]sat and [CO2−
3 ]sat being the concentrations of the dissolved calcium and carbonate

ions in equilibrium with mineral CaCO3. Because the solubility product is different for
different phases of mineral CaCO3, we differentiate between ΩC and ΩA, that denote the
saturation states with respect to calcite and the less stable aragonite. The concentrations of
Ca2+ in normal seawater is almost three orders of magnitude larger than that of CO2−

3 and
the maximum Ca2+ variations by the formation and dissolution of CaCO3 is less than 1%.
Therefore [Ca2+] is approximately constant and with [Ca2+] ≈ [Ca2+]sat, Ω can be written as

Ω ≈
[CO2−

3 ]

[CO2−
3 ]sat

. (1.10)

At values of Ω less than one, waters are undersaturated with respect to CaCO3 and dissolution
will occur, at values larger than one the waters are supersaturated. The interface between
these two domains (where Ω = 1) is called the saturation horizon.
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Besides this relative measure of the saturation state, one can also focus on the absolute
difference between the effective and the saturation concentration by defining

∆[CO2−
3 ] = [CO2−

3 ] − [CO2−
3 ]sat. (1.11)

Using equation 1.7 and approximation 1.10, the following relations between Ω and ∆[CO2−
3 ]

can be found:

∆[CO2−
3 ] ≈ [CO2−

3 ](1 −
1

Ω
) (1.12)

Ω ≈
1

1 −
∆[CO2−

3 ]

[CO2−
3 ]

(1.13)

From this it follows that Ω = 1 (value at the saturation horizon) is virtually equivalent to
∆[CO2−

3 ] = 0.

1.2.4 Controls on [CO2−
3 ] and Ω

The carbonate ion concentration can roughly be approximated by the difference

Alk − DIC ≈ ([HCO−

3 ] + 2[CO2−
3 ]) − ([HCO−

3 ] + [CO2−
3 ]) (1.14)

= [CO2−
3 ],

because alkalinity and dissolved inorganic carbon in sea water is mainly composed of HCO−

3

and CO2−
3 . The error of this approximation for the observation-based data set used in this

study (see section 3.2.2) is (21 ± 24)%. Due to this relation, the distribution of [CO2−
3 ] is

mainly given by the distribution of DIC and Alk.
Because the chemical equilibria associated with Alk and DIC depend on temperature and
salinity, the [CO2−

3 ] distribution is also temperature and salinity dependent. Most notably,
surface [CO2−

3 ] is affected by temperature due to the solubility of CO2 in sea water, which
leads to higher [CO2−

3 ] (less DIC) at low latitudes and lower concentrations (more DIC) at
high latitudes. In section 3.3.1 the observed distribution of [CO2−

3 ] will be discussed.
The DIC content in the ocean also depends on the CO2 concentration in the atmosphere. An
increase in atmospheric CO2 and the subsequent CO2 uptake by the ocean increases DIC and
lowers [CO2−

3 ] (see section 1.2.2).

Besides the pure sea water chemistry, [CO2−
3 ] is of course also affected by ocean circulation

and mixing, as well as by biology. As we have seen in section 1.2.1, alkalinity and DIC
both are affected by the biological pumps, but in different proportions (table 1.2.4). The
remineralization of an amount of organic matter that increases DIC by 1 mol, decreases
alkalinity by N

C = 16
117 = 0.14 mol, due to the oxidation of organic nitrogen to nitrate (supply

of H+ ions that decrease Alk). This follows from equation 1.5 and from the N:C Redfield-
ratio, that describes the stoichiometry of the remineralization of organic matter below 400 m
(equation 1.2).
On the other hand the dissolution of 1 mol CaCO3 increases DIC by 1 mol and alkalinity by
2 mol (equation 1.9). Hence, the net effect of the two biological pumps on [CO2−

3 ] depends
on the ratio of the remineralization of organic matter to the dissolution of CaCO3.
Because of this competitive relation, [CO2−

3 ] tends to be low where the influence of reminer-
alized organic matter is dominant. This is mainly the case for nutrient rich surface waters,
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Process Alk change DIC change [CO2−
3 ] change

Organic matter remineralization: -0.14 mol +1 mol -1.14 mol
CaCO3 dissolution: +2 mol +1 mol +1 mol

Table 1.2: The effect of the biological pumps (organic matter and CaCO3 cycling) on alkalinity, DIC, and
carbonate ion concentration. The net effect on [CO2−

3 ] depends on the relative strength of the two pumps.

as organic matter is being remineralized at depths of a few 100 m, whereas the dissolution of
CaCO3 occurs at depth of some 1000 m.

We have already seen that [Ca2+] is nearly constant in the ocean and therefore the calcium
carbonate saturation state Ω is mainly controlled by [CO2−

3 ] and the apparent solubility
product Ksp (eq. 1.7). Mucci [1983] has empirically determined equations for Ksp of calcite
and aragonite for a total pressure of 1 atm:

log10(Ksp,calcite) = −171.9065 +
2839.319

T
+ 71.595 log10(T ) − 0.077993T + (1.15)

(−0.77712 +
178.34

T
+ 0.0028426T )S1/2 − 0.07711S + 0.0041249S3/2

log10(Ksp,aragonite) = −171.945 +
2903.293

T
+ 71.595 log10(T ) − 0.077993T + (1.16)

(−0.068393 +
88.135

T
+ 0.0017276T )S1/2 − 0.10018S + 0.0059415S3/2 ,

where Ksp is given in mol
kg soln , the temperature T in K, and the salinity S in PSU. From this,

it follows that Ω depends non-linearly on T and S. The solubility of CaCO3 increases with
higher salinity. At constant salinity and pressure, Ksp increases slightly for low temperatures
and declines with higher temperatures (figure 1.2). The temperature where the maximum
solubility at constant salinity is reached, increases with higher salinity from about -5 to 5 ◦C
for aragonite and from about 0 to 20 ◦C for calcite. Hence Ω is generally larger at higher
temperatures (i.e. surface waters of low latitudes), than in colder regions with similar salinity
and carbonate ion concentrations.

The effect of pressure on the dissociation constants (Ki) can be made from equations of the
form

ln(
KP

i

K0
i

) = −
∆Vi

RT
P =

0.5∆κi

RT
P 2, (1.17)

where P is the applied pressure in bars, R = 83.131mol bar
◦C the gas constant, T the temperature

in K, and ∆Vi and ∆κi are the molal volume and compressibility change for the association
and dissociation reactions [Millero, 1979]. The effect of pressure on the solubility of calcite
and aragonite has been determined from measurements of Ingle [1975]:

∆Vcalcite = −48.76 − 0.5304 TC (1.18)

∆κcalcite = −11.76 · 10−3 − 0.3692 · 10−3 TC (1.19)

∆Varagonite = −46.00 − 0.5304 TC (1.20)

∆κaragonite = −11.76 · 10−3 − 0.3692 · 10−3 TC , (1.21)

where TC is the temperature in ◦C. The solubility constant increases rapidly with increasing
pressure (figure 1.2).
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Figure 1.2: Temperature, salinity and pressure effects on calcite and aragonite solubility constants.
Top row: Temperature effect on Ksp for aragonite (left) and calcite (right) with salinity S = 25, 30, 35, 40 and
a total pressure of 1 atm.
Bottom row: Pressure effect on Ksp for aragonite (left) and calcite (right) at temperatures T = 0, 10, 30 ◦C.
The upper three curves show the relationship for salinity S = 35 psu, and the lower for S = 25 psu.



Chapter 2

The NCAR CSM1.4-carbon climate
model

This work is based on simulations that were performed with the CSM1.4-carbon climate
model. This fully coupled 3-D climate model was developed by the National Center for
Atmospheric Research (NCAR) in Boulder, USA, and is based on the framework of the
Community Climate System Model (CCSM) project [Blackmon et al., 2001].

The core of the model is a modified version of the NCAR CSM1.4 coupled physical model,
consisting of ocean, atmosphere, land and sea-ice physical components integrated via a flux
coupler without flux adjustments [Boville and Gent, 1998].

The CSM1.4-carbon source code is available electronically1 and described in detail in Doney
et al. [2006] and Fung et al. [2005]. Further information can also be found at the NCAR
Community Climate System Model web site2.

Some technical aspects of running the CSM1.4-carbon model are included in appendix A.

2.1 The physical model

The atmospheric model CCM3 is run with a spectral truncation resolution of 3.75◦ (T31
grid) and 18 levels in the vertical [Kiehl et al., 1998]. The 3-D atmospheric CO2 distribution
is advected and mixed as a dry-air mixing ratio using a semi-Lagrangian advection scheme.
Both, dry and moist turbulent mixing schemes are used for the transport of water vapor mass
fractions. The model CO2 field affects the shortwave and long wave radiative fluxes through
the column average CO2 concentration.

The ocean model is the NCAR CSM Ocean Model (NCOM) with 25 levels in the vertical
and a resolution of 3.6◦ in longitude and 0.8◦ to 1.8◦ in latitude (T31x3 grid) [Gent et al.,
1998]. The water cycle is closed through a river runoff scheme, and modifications have been
made to the ocean’s horizontal and vertical diffusivity and viscosity from the original version
(CSM1.0) to improve the equatorial ocean circulation and interannual variability. The sea
ice component model runs at the same resolution as the ocean model, and the land surface
model runs at the same resolution as the atmospheric model.

1http://www.ccsm.ucar.edu/working groups/Biogeo/csm1 bgc/
2http://www.ccsm.ucar.edu/models/ccsm1.4/
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2.2 The biogeochemical model

The CSM1.4-carbon model combines the NCAR Land Surface Model (LSM) [Bonan, 1996]
with the Carnegie-Ames-Stanford Approach (CASA) biogeochemical model [Randerson et al.,
1997]. The land surface is characterized by the fractional coverage of 14 plant functional types
(PFTs) and 3 soil textures. The net primary productivity (NPP) is assumed to be 50% of
the gross primary productivity (GPP) calculated by LSM and allocated to three live biomass
polls, namely leaf, wood and roots. Additionally there are 9 dead carbon pools with leaf
mortality contributing to surface litter, root mortality contributing to soil litter and wood
mortality contributing to coarse woody debris. The subsequent decomposition by microbes
leads to transfer of carbon to the dead surface and soil microbial pools and to the slow and
passive pools. Other land surface processes that affect atmosphere-biosphere interactions (e.g.
explicit nitrogen cycle, fires, dynamic vegetation change or anthropogenic land cover change)
are not included in this implementation.

2.2.1 The biogeochemical ocean model

The ocean carbon-cycle model is a derivative of the OCMIP-23 biotic carbon model [Najjar
et al., 1992]. The primary differences between this model and the OCMIP-2 biogeochemical
model are that the biological source-sink term has been changed from a restoring formulation
to a prognostic formulation, iron has been added as a limiting nutrient, and a parametriza-
tion for the iron cycle has been introduced [Doney et al., 2006]. The prognostic variables
transported in the ocean model are phosphate (PO4), total dissolved inorganic Fe, dissolved
organic phosphorus (DOP), dissolved inorganic carbon (DIC), alkalinity (Alk), and oxygen
(O2).

The ocean biogeochemical model includes in simplified form the main processes of the physical-
chemical carbon cycle and the organic and inorganic carbon cycle within the ocean, and air-sea
CO2 flux. It includes atmospheric dust deposition/iron dissolution, biological uptake, vertical
particle transport and scavenging.

Phosphate (PO4), dissolved organic phosphorus (DOP), dissolved inorganic carbon (DIC),
and alkalinity (Alk), which are most relevant tracers for the present study, are implemented
using the following conservation equations:

d[PO4]

dt
= L([PO4]) + Jb,PO4 (2.1)

d[DOP]

dt
= L([DOP]) + Jb,DOP (2.2)

d[DIC]

dt
= L([DIC]) + Jb,DIC + Jg,DIC + Jv,DIC (2.3)

d[Alk]

dt
= L([Alk]) + Jb,Alk + Jv,Alk (2.4)

All four tracers are transported by advection, diffusion, and convection, which is represented
by the 3-D transport operator L. Jb denotes the corresponding biological source/sink terms
for the tracers, which are discussed below. The equations for DIC and Alk have additional

3The OCMIP-2 HOWTOs are available at http://www.ipsl.jussieu.fr/OCMIP/phase2/simulations/
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source/sink terms due to air-sea gas exchange of CO2 (Jg,DIC) and virtual surface fluxes due
to evaporation and precipitation, as well as sea ice formation (Jv,DIC and Jv,Alk). These
sink/source terms (Jg and Jv) are added only as surface boundary conditions and are equiv-
alent to the corresponding fluxes, divided by the surface layer thickness.

The CSM1.4-carbon model implements four fluxes of carbon between the ocean and other
reservoirs (figure 2.1); the fluxes from the atmosphere to the ocean (FgAO) and vice versa
(FgOA) by gas exchange, as well as the virtual fluxes ice-ocean (FvICE) and ocean-atmosphere
due to precipitation and evaporation (FvPE). The virtual carbon fluxes approximate the
effect of precipitation and evaporation and of ice formation and melting on local DIC and Alk
concentrations. These virtual fluxes are used, because the model has a rigid lid (fixed ocean
surface) and the surface flux of water in the real world is replaced by the surface flux of salt
in the model.

When forced with historic CO2 emission data, the net total uptake of carbon by the ocean
in this model is 1.75 GtC/yr for years 1980-1989 and 2.01 GtC/yr for years 1990-1999. This
compares with 1.8±0.8 PgC yr−1 and 1.9±0.7 PgC yr−1 estimated by Le Quéré et al. [2003],
and 1.7±0.6 PgC yr−1 and 2.4±0.7 PgC yr−1 estimated by Plattner et al. [2002]. The global
uptake is almost entirely determined by the difference between FgAO and FgOA, because the
virtual fluxes from ice and to the atmosphere by precipitation-evaporation nearly compensate
each other.

Ice

Ocean

Atmosphere

FvICE
FvPE FgAO FgOA

0.71
0.69 87.84 86.11

Fluxes in GtC/yr

Figure 2.1: Carbon fluxes from and to the ocean component of the CSM1.4-carbon model: Gas exchange with
the atmosphere (FgAO and FgOA), virtual precipitation-evaporation flux to atmosphere (FvPE), and virtual flux
from ice (FvICE). The figures specify the fluxes in GtC/yr for the years 1980-1989, based on a simulation with
historical CO2 emission data. The net uptake by the ocean as a result of gas exchange is 1.73 GtC/yr and the
net total uptake yields to 1.75 GtC/yr.

New/export production is computed prognostically as the turnover of biomass, modulated
by temperature, surface solar irradiance and macro- and micronutrients. Phosphate was
chosen instead of nitrate as the basic currency of the model so as to avoid the complexities of
nitrogen fixation and denitrification. In the productive zone above the compensation depth
(zc = 75 m), PO4 is turned into dissolved (DOP) and particulate (POP) organic matter by
organisms. In this model, a fixed fraction σ = 0.67 of the production is DOP and the rest
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is POP. DOP is left where the production takes place, whereas POP is exported instantly to
the compensation depth. Including the remineralization of DOP and POP back to PO4, the
source/sink terms for PO4 and DOP are

Jb,PO4 =

{

−Jprod + κ[DOP] (z < zc)

−∂F
∂z + κ[DOP] (z > zc)

(2.5)

Jb,DOP =

{

σJprod − κ[DOP] (z < zc)

−κ[DOP] (z > zc).
(2.6)

Jprod is the turnover of biomass described below, κ = 2 yr−1 is the consumption rate constant
for semi-labile organic matter, that characterizes the remineralization of DOP, and F (z) is
the downward flux of POP, which decreases with depth due to remineralization following a
power law relationship

F (z) = Fc(
z

zc
)−a, (2.7)

for z > zc. The exponent a = 0.9 was chosen based on data from sediment traps and Fc is
the downward flux of POP at the compensation depth:

Fc = (1 − σ)

∫ zc

0
Jproddz (2.8)

The production term is calculated as

Jprod = FT FN FI B max(1,
zML

zc
)

1

τ
, (2.9)

where FT , FN , and FI are the limiting factors with respect to temperature, nutrients and
light, B is a proxy for biomass, and τ = 15 days is the optimal uptake timescale, which differs
form the OCMIP-2 protocol, where τ = 30 days. The mixed layer scaling factor max(1, zML

zc
)

scales up the production in the entire water column above zc, if the mixed layer depth zML

exceeds the compensation depth, in order to account for the production that would take place
in the mixed layer below zc.
The limitation factors and the biomass proxy are defined as

FT =
T + 2

T + 10
(2.10)

FN = min(
[PO4]

[PO4] + κPO4

,
[Fe]

[Fe] + κFe
) (2.11)

FI =
I

I + κI
(2.12)

B = min([PO4],
[Fe]

rFe:P
), (2.13)

where T is the temperature in ◦C, κPO4 = 0.05 µmol/l, κFe = 0.03 nmol/l, and κI = 20 W/m2

are the half-saturation values for the corresponding Michaelis-Menten terms, and rFe:P =
117 · 5 · 10−6 is the Redfield Fe:P ratio. Figure 2.2 shows the characteristics of the limitation
factors.
The short wave irradiance I decays exponentially from the surface with 20 m depth-scale

(I(z) = I0e
−z

20 m ). The amount of energy that is deposited above the mixed layer depth is
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Figure 2.2: Characteristics of the temperature limiting factor FT (left) and the generic Michaelis-Menten
limiting term FX (right) for different half-saturation values κ (1%, 10%, 50%, and 100% of the maximum
displayed value of X), as it is used for nutrient and light limitation.

averaged over the entire mixed layer and is available homogeneously in the water column
above zc. Therefore, the light limitation factor in a water parcel depends on the mixed layer
depth of the corresponding water column. Minimum light limitation for a given irradiance
at the surface is attained when the mixed layer depth is near the compensation depth. If the
mixed layer exceeds the production zone, the available light above zc is reduced. This effect is
compensated by the mixed layer scaling factor described above. Figure 2.3 shows the relation
between the light limitation and the mixed layer scaling factor.

Figure 2.3: The mixed layer scaling factor (solid line) and the light limitation factor FI (dashed) as functions
of the mixed layer depth. The light limitation factor is calculated with a surface short wave irradiance of 150
W/m2 and the average over the compensation depth zc is shown. The dotted line shows the combined effect
of the two factors. The odd shape of the light limitation curve below zc = 75m is due to discretization effects
that exist because the production zone is divided into four layers with boundaries at 12 m, 28 m, 49 m, and
76 m.
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DIC and Alk cycles are linked to phosphate and calcium cycling by the source/sink terms

Jb,DIC = rC:P Jb,PO4 + Jb,Ca (2.14)

Jb,Alk = −rN:P Jb,PO4 + 2 Jb,Ca, (2.15)

where rC:P = 117 and rN:P = 16 are the carbon to phosphorus and nitrogen to phosphorus
Redfield ratios, and

Jb,Ca =

{

−R rC:P (1 − σ)Jprod (z < zc)

−∂FCa
∂z (z > zc)

(2.16)

is the source/sink term of dissolved calcium. The formation of calcium carbonate in surface
waters is linked to the POC production (1 − σ)Jprod by the so-called rain-ratio R = 0.07,
that defines the molar ratio of the downward POC flux to the downward CaCO3 flux at the
compensation depth. Below zc, the CaCO3 flux FCa is assumed to decrease exponentially

FCa(z) = R rC:P Fc e
−(z−zc)

d , (2.17)

with a depth scale d = 3500 m. No sediment model is included and, as with POC, any flux
of CaCO3 reaching the sea floor is assumed to dissolve there instantaneously and diffuse back
into the water column.

2.3 Simulations

2.3.1 The experimental setup

To initialize the model, a sequential spin-up procedure including a 1000 year fully coupled
control run was employed by Doney et al. [2006]. Starting from this nearly steady state initial
conditions, a simulation with prescribed historic fossil fuel and land use CO2 emissions was
performed from 1820 to 2000, as well as two continuative emission scenario simulations from
2000 to 2100 (SRES-A2 and SRES-B1). Figure 2.4 shows the prescribed fossil fuel and land
use emissions from 1820-2100 for these simulations, as well as the simulated atmospheric CO2

concentration at the ocean surface in response to these emissions.

Besides these CO2 emissions, observation-based time histories of solar irradiance [Wang et al.,
2005], spatially explicit aerosol loading from explosive volcanism [Ammann et al., 2003], non-
CO2 greenhouse gases methane (CH4), nitrous oxide (N2O), chlorofluorocarbons (CFC-11 and
CFC-12), other halogenated species, sulfur hexafluoride (SF6), and anthropogenic sulfate
aerosols with a recurring annual cycle of ozone and natural sulfate aerosol have also been
included [Joos et al., 2001, Ammann et al., 2007]. The volcanic forcing was established by
converting ice core aerosol proxies to meridionally and temporally varying atmospheric aerosol
fields following Ammann et al. [2003]. Volcanic aerosols were specified as a single aerosol size
distribution, and optical depth was scaled linearly with the aerosol loading. Atmospheric
CH4, N2O, CFCs and other halogenated species concentrations were individually prescribed
following ice core measurements and direct atmospheric observations. The effect of variations
in orbital parameters, which vary very slowly, have not been considered.

In the scenario simulations from 2000 to 2100, the solar irradiance is set to be constant
(1366.12 W/m2) and no fictive volcanic eruptions are assumed over this century.
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Figure 2.4: Top: Prescribed fossil fuel and land use CO2 emissions (PgC/yr = GtC/yr) based on historical
data (1820-2000) and the SRES-A2/B1 scenarios (2000-2100). Bottom: Simulated atmospheric global annual
mean CO2 concentrations (ppm) at the ocean surface resulting from the corresponding emissions. The blue
line indicates the concentrations in the SRES A2 simulation without radiative forcing and the cyan line shows
annual mean concentrations observed at Mauna Loa Observatory, Hawaii from 1958 to 2004 [Keeling and
Whorf, 2005].

Additionally, another simulation based on the SRES-A2 emission scenario has been performed,
in which the radiative forcing of CO2 and the other factors described above were disabled.
This means that in this simulation the CO2 concentrations increase and CO2 is transported
like in the other simulations, but no warming due to radiative forcing in the atmosphere
occurs.

2.3.2 The SRES emission scenarios

The SRES-A2 and SRES-B1 scenarios are two of six illustrative scenarios of the set of emis-
sion scenarios in the Special Report on Emission Scenarios (SRES) published by the Inter-
governmental Panel on Climate Change (IPCC) in 2000 [IPCC, 2000]. These scenarios were
developed between 1996 and 1999 based on different models and story lines that represent
demographic, social, economic, technological, and environmental developments. The A2 sce-
nario assumes a heterogeneous world with high population, high energy use, low economic
growth in developing countries, medium economic growth in industrialized countries, and slow
technology development that is balanced with respect to fossil/non-fossil energy. Whereas the
B1 scenario describes a convergent world with a global population, that peaks in mid-century
and declines thereafter. Rapid changes in economic structures towards a service and informa-
tion economy are assumed, with reductions in material intensity and the introduction of clean
and resource-efficient technologies. The emphasis in B1 is on global solutions to economic,
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social and environmental sustainability, including improved equity, but without additional
climate initiatives.

Recently Van Vuuren and O’Neill [2006] investigated the consistency of the IPCC SRES
scenarios with available 1990-2000 data and recent projections. They found that the SRES
assumptions for 1990-2000 are reasonably consistent with available data as well as with current
near-term projections. Although the range of population and economic projections has shifted
downwards since SRES publication and the A2 scenario population is significantly higher than
the high end of the current range of projections, the SRES scenarios still seem to be fully
consistent with the current range of more recent outlooks in terms of emissions.

2.3.3 Control run and model trend

In order to verify that the initial state of the model is a steady state, a control run over 480
years (1820-2300) has been performed. Unfortunately, several variables are not constant in
the long-term average, but exhibit a slight trend. In order to remove the model drift, this
trend was subtracted from the simulation results using a spline function with a cut-off period
of 1000 years. This approach implies that the model drift is independent of the actual state,
i.e. the actual values of the variables. This is possibly not true, but as long as the drift is
small enough compared to the simulated changes, it is an appropriate approximation. The
following variables used for this study have been detrended in the manner described above:
Alk, DIC, Fe, PO4, S, and T. The differences between different computing platforms are
discussed in appendix A.3.



Chapter 3

Ocean acidification

3.1 Introduction

Atmospheric carbon dioxide concentration is increasing and expected to reach double prein-
dustrial levels within the next 50-60 years in response to anthropogenic emissions. Carbon
dioxide is well-known as the most important anthropogenic greenhouse gas, that contributes
a large amount (about 1.7 W/m2 in 2005) to the global radiative forcing and to the expected
global warming ranging between 1.1◦C to 6.4◦C within this century [IPCC, 2007].

Besides global warming, there are also other effects related to increasing atmospheric CO2

concentrations that need to be considered when discussing climate change. Currently only
about 50% of CO2 emitted to the atmosphere remains airbone; the other half is taken up
by the ocean and terrestrial biosphere. [Manning and Keeling, 2006] estimate that about a
third of the carbon dioxide released ends up in the ocean. This leads to a direct geochemical
effect, frequently denoted by the term ”ocean acidification”, which refers to the decrease in
pH of seawater due to the uptake of carbon dioxide. The shift in ocean chemistry is expected
to have a major impact on calcifying organisms, such as corals and some plankton. Those
organisms play important roles in the marine ecosystem and it is crucial to understand the
underlying mechanisms, in order to evaluate possible impacts.

This chapter provides results on ocean acidification from simulations performed with the cou-
pled climate-carbon cycle model CSM1.4-carbon. After a short overview of the methods used,
model results are compared with present-day observations in order to evaluate the model’s
ability to reproduce observed geochemical tracer distributions. Then, the projected changes
until 2100 are presented, followed by the discussion of sensitivity analysis and uncertainties.
Last, the main results and possible consequences are discussed and compared to related work.
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Constant definition Description References

K0 = [CO2]
fCO2

Solubility of CO2 Weiss (1974)

K1 = [H][HCO3]
[H2CO3] Dissociation of carbonic acid Lueker et al. [2000]

K2 = [H][CO3]
[HCO3]

Kb = [H][BO2]
[HBO2] Dissociation of boric acid Dickson (1990)

Kp1 = [H][H2PO4]
[H3PO4]

Dissociation of phosphoric acid DOE (1994), Millero (1974)Kp2 = [H][HPO4]
[H2PO4]

Kp3 = [H][PO4]
[HPO4]

Ksi = [H][SiO(OH)3]
[Si(OH)4] Dissociation of silicic acid Yao and Millero (1995)

Kw = [H][OH] Dissociation of water Dickson and Riley (1979)

Ks = [H][SO4]
[HSO4] Dissociation of HSO−

4 Dickson (1990)

Kf = [H][F]
[HF] Dissociation of hydrofluoric acid Dickson and Riley (1979)

Kspc = [Ca]sat,c [CO3]sat,c Apparent solubility of calcite Mucci [1983] (eq. 1.15
Kspa = [Ca]sat,a [CO3]sat,a Apparent solubility of aragonite and 1.16)

Table 3.1: Solubility and dissociation constants of different compounds in seawater that were used to calculate
the carbonate concentration according to Millero [1995].

3.2 Methods

3.2.1 Calculation of the ocean carbonate chemistry

Since the carbonate ion concentration and the corresponding saturation states are not output
fields of the CSM1.4-carbon model, they have to be calculated offline from other modeled or
observed quantities. This was done using the chemistry routines from the OCMIP-3/NOCES
project1. These routines, originally by Dickson [2002], contain empirical formulas that mainly
can be found in Millero [1995], but have been changed to total pH scale [Lueker et al., 2000]
instead of seawater pH scale.
The calculation comprises basically the following three steps:

1. Calculation of a set of 13 solubility and dissociation constants Ki (table 3.1), that char-
acterize the series of chemical equilibria described in section 1.2.3. All these constants
are functions of temperature T and salinity S; Ki = f(T, S).

2. Correction of these constants to take the pressure effect into account, according to
Millero [1979] (eq. 1.17 - 1.21); K ′

i = f(T, p,Ki).

3. Calculation of the carbonate ion concentration [CO2−
3 ] and the saturation states ΩA/C,

which all are functions of dissolved inorganic carbon (DIC), alkalinity, silicate, phos-
phate and the dissociation constants, according to Millero [1995];
f(DIC,Alk, [SiO2−

3 ], [PO3−
4 ],K ′

i).

Table 3.2 summarizes the input and output variables of the calculations described above.
The output variables are the basis for the further analysis. Input data are either taken from
output of the CSM1.4-carbon model or from observations, except for the pressure.

1http://www.ipsl.jussieu.fr/OCMIP/phase3/simulations/NOCES/HOWTO-NOCES.html
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Input variables

Temperature T [◦C]
Pressure p [bar]
Salinity S [psu]
Alkalinity Alk [mol/m3]
DIC DIC [mol/m3]

Silicate [SiO2−
3 ] [mol/m3]

Phosphate [PO3−
4 ] [mol/m3]

Output variables

Carbonate [CO2−
3 ] [mol/m3]

Saturation state (aragonite) ΩA [1]
Saturation state (calcite) ΩC [1]
pH-value pH [1]

Table 3.2: Input and output variables with symbolic names and units used for the calculation of the investi-
gated quantities.

For this application it seemed appropriate to use a simple approach to calculate the pressure.
Therefore it has been calculated as hydrostatic pressure that depends only on the depth z

p(z) = ρgz + p0, (3.1)

where ρ = 1028 kg
m3 is the mean density of seawater, g = 9.80665m

s2 the gravitational constant
and p0 = 1.01325 bar the average atmospheric pressure at sea level.

Silicate concentrations have always been taken from observation based data, also for the
calculation of simulated results, because the model output does not contain silicate fields.

∆[CO2−
3 ] has been calculated from the output variables Ω and [CO2−

3 ] according to equation
1.12.

3.2.2 Sources of measurements

To compare the model results with observations, measurements from the Global Data Analysis
Project (GLODAP) [Key et al., 2004] and the World Ocean Atlas 2001 (WOA01) [Conkright
et al., 2002] were used. The GLODAP data set contains measurements of DIC and alkalinity
performed on cruises in the Atlantic, Pacific, Indian and Southern Ocean over the decade
of the 1990s. The World Ocean Atlas 2001 contains objectively analyzed fields of several
commonly measured ocean variables like temperature, salinity, phosphate and silicate.

It was necessary to remap the GLODAP and WOA01 data sets to the model grid, in order
to compare the measurements and derived variables ([CO2−

3 ], ΩA, ΩC) to the model output.
This was done by multi-axis linear interpolation with FERRET2. The model grid is coarser
than the one used by GLODAP and WOA01 and there is no benefit from regridding the
model output to a finer grid.

The observation based carbonate variables were computed for each month, which corresponds
to the time resolution of the model output. At depths where no data were available at this

2http://ferret.pmel.noaa.gov/
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Variable Source z = 0 − 500 m z = 500 − 1500 m z = 1500 − 5750 m

Alkalinity GLODAP annual means annual means annual means
DIC GLODAP annual means annual means annual means
Temperature WOA01 monthly means monthly means seasonal means
Salinity WOA01 monthly means monthly means seasonal means
Silicate WOA01 monthly means annual means annual means
Phosphate WOA01 monthly means annual means annual means

Table 3.3: Composition of the data set used to calculate the observation based carbonate ion concentration.
At different depths, variables from different climatological periods were used, depending on their availability.

time resolution, the missing values were filled with seasonal or annual means. Table 3.3 shows
the compilation of the variables from GLODAP and WOA01 for different depths.

From the model output (and the silicate fields from WOA01), the carbonate variables were
computed for each month from 1990 to 1999. This time is assumed to correspond with the
observations from WOA01 and GLODAP.

The comparison between model and observation based variables was then done using annual
means. A comparison of seasonal variability is not possible, because GLODAP provides only
annual mean data for alkalinity and DIC.

Preindustrial DIC concentrations can be estimated by subtracting estimates of anthropogenic
CO2 in the ocean from the measured DIC concentration. In GLODAP, anthropogenic CO2 has
been estimated using the ∆C⋆ technique [Gruber et al., 1996]. This technique separates the
preformed3 DIC into an equilibrium component that can be calculated from thermodynamics,
and a substantially smaller disequilibrium component:

DIC(anth) = DIC(meas) − ∆DIC(bio) − DIC(eq) − ∆DIC(diseq) (3.2)

Where DIC(anth) is the anthropogenic CO2 concentration of a sub-surface water sample;
DIC(meas) is the measured DIC concentration; ∆DIC(bio) is the change in DIC as a result
of biological activity (both organic carbon and CaCO3 cycling); DIC(eq) is the DIC of sea-
water (at the temperature, salinity, and preformed alkalinity of the sample) in equilibrium
with a pre-industrial CO2 partial pressure of 280 ppm; and ∆DIC(diseq) is the air-sea CO2

disequilibrium a water parcel had when it was last in contact with the atmosphere.

The equilibrium component can be calculated explicitly for each water sample as

∆C⋆ = DIC(anth) + ∆DIC(diseq)

= DIC(meas) − ∆DIC(bio) − DIC(eq)

= DIC(meas) − DIC(eq) +
117

170
(O2 − O

(sat)
2 ) −

1

2
(Alk − Alk0 −

16

170
(O2 − O

(sat)
2 ))

+
106

104
N∗

anom, (3.3)

where DIC(meas), Alk, and O2 are the measured concentrations for a given water sample;

Alk0 is the preformed alkalinity value; O
(sat)
2 is the calculated oxygen saturation value that

3The preformed concentration of a tracer in a water parcel refers to the concentration that it had, when it
left the surface, i.e. when no more gas exchange with the atmosphere occurs.
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the waters would have if they were adiabatically raised to the surface; and N∗

anom is the net
denitrification signal in the waters.
For shallow or ventilated isopycnal surfaces that contain measurable levels of chlorofluoro-
carbons (CFC), the disequilibrium component ∆DIC(diseq) was derived from the CFC-12
corrected ∆C⋆ calculation. For isopycnal surfaces located in the interior of the ocean where
CFC-12 is absent and where one can reasonably assume that there is no anthropogenic CO2,
the ∆C⋆ values in these waters are equal to ∆DIC(diseq).
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3.3 Results

3.3.1 Observation-based distribution of [CO2−
3 ]

The surface aragonite saturation state ΩA, derived from GLODAP and WOA01 data (see
section 3.2.2) is shown in figure 3.4 (top panel). Maximum values (around 4) can be found in
the tropics. At higher latitudes the values decrease and minimum values (around 1.25) can
be found in the Southern Ocean near the coast of Antarctica.

Since the saturation concentration [CO2−
3 ]sat at the surface is almost constant compared to

[CO2−
3 ] (figure 3.1), this distribution is not determined by the direct influence of temperature

and salinity on the CaCO3 solubility, but by the in-situ concentration [CO2−
3 ], which is in turn

mainly given by the difference between alkalinity and DIC concentrations. Since alkalinity is
more constant, the variation of carbonate ion concentration is influenced more by variations
of DIC.

The DIC concentration is linked to the cycles of organic matter (photosynthesis, respiration
and remineralization) and CaCO3. For example, it is high in the Southern Ocean due to
transport of remineralized organic matter to the surface. Increased DIC concentrations and
reduced Ω can also be found in the upwelling regions of the eastern Pacific. But DIC is also
influenced by the air-sea gas flux, which is strongly temperature dependent, and therefore
there is an indirect influence of temperature via DIC on the saturation state.

Until depths of 500-1000 m, the distribution of the CaCO3 saturation state remains mainly
determined by [CO2−

3 ] (figure 3.2), which in turn follows roughly the DIC distribution. At
greater depth, the pressure dependency of CaCO3 solubility plays a significant role, while the
variability of alkalinity and DIC is lower than at the surface (figure 3.3). This leads to a
decrease of the saturation state in the deep ocean, although the carbonate ion concentration
is relatively homogeneous below 1000 m.

3.3.2 Comparison of model results with observations

In order to get an estimation of the quality of the model results, they are compared with
values based on the GLODAP and WOA01 data sets.

Figure 3.4 shows the saturation state with respect to aragonite ΩA at the surface, simulated
with the CSM1.4-carbon model and calculated from the observation-based data set. In the
overall picture the model matches the measured patterns and values reasonably well. The
global correlation coefficient of ΩA is 0.93, best results can be found in the Atlantic and Indian
Ocean (about 0.95), whereas the top 200 m are correlated only with 0.89 (Figure 3.5).

The model represents the amplitude of variations of ΩA well in all regions, as indicated by
values of the relative standard deviation around 1.0. Absolute concentrations of [CO2−

3 ] show
less good correlation coefficients (0.87 to 0.91), and in the Pacific the model results yield a
smaller variance than the observation based ones.

This indicates that differences in [CO2−
3 ] are compensated partially by similar differences in

[CO2−
3 ]sat, because of equation 1.10. This is particularly true in the Pacific, but not for the top

200 m of the global ocean. Since the saturation concentration depends only on temperature
and salinity, the compensation is most likely accomplished due to differences in T and/or S.

A closer look at the differences shows that the model underestimates the surface carbonate
saturation in the North Pacific, in the North Atlantic and in some regions south of Africa,
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Figure 3.1: Different observation based quantities related to carbonate ion saturation in surface waters
of the Pacific at 160◦W (GLODAP, 1994; WOA 2001). The top panel shows surface alkalinity and DIC
concentrations. The difference between these concentrations (dashed line, right axis) is an approximation for
[CO2−

3 ], that is shown in the bottom panel. The middle panel shows the temperature (left axis, inverted) and
salinity (right axis), that determine the solubility of CaCO3 (Ksp) in surface waters. The dotted line (without
scale; min/max 64/68 mmol/m3) represents the saturation concentration [CO2−

3 ]sat with respect to aragonite,
that is also shown in the bottom panel. Because the salinity is more or less constant in many regions, the
solubility is mainly influenced by temperature. [CO2−

3 ]sat decreases with increasing temperature. This effect,
however, is reduced or even inverted at low temperatures (see also figure 1.2). But the changes in [CO2−

3 ]sat
are very small compared to the changes in the in situ concentration [CO2−

3 ] (bottom panel), and the difference
∆[CO2−

3 ] shows the same characteristics as [CO2−
3 ].

South America and New Zeeland. Regions where the modeled saturation state is somewhat
too high can mainly be found between 40◦N and 40◦S in the Pacific and the Indian Ocean.

Between the surface and 100 m depth the underestimation in the North Pacific and North
Atlantic declines, while the overestimation in the tropics increases (Figure 3.6). At 200 m
the model overestimates the saturation state in almost the whole North Pacific. With greater
depth the differences decrease and become very small at 1000 m except for the North Pacific,
where the difference remains bigger than anywhere else.

The same pattern can also be seen in the zonal average ∆[CO2−
3 ] of the Pacific and the

Atlantic (Figure 3.7). The overestimation in the North Pacific at depths between 200 m and
1000 m is clearly visible.

The average difference between modeled and measured ∆[CO2−
3 ] varies from 0 mmol/m3 to 40
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Pacific Atlantic

Figure 3.2: Meridional sections through the Pacific (left) and the Atlantic (right) showing zonal mean of
observation-based [CO2−

3 ] (top) and ∆[CO2−
3 ] (bottom) with respect to aragonite in mmol/m3. The saturation

horizon is indicated by the thick line at ∆[CO2−
3 ] = 0. The figures show annual mean concentrations and are

based on DIC and alkalinity data from the GLODAP data set (1994).

mmol/m3 in the Pacific and from -10 mmol/m3 to 20 mmol/m3 in the Atlantic. The variance
of these differences depend strongly on the depth and latitude (Figure 3.8).

Most of the undersaturated water, in terms of absolute volume, can be found between 20◦S
and 60◦S at depths of 1500-4000 m, and in the North Pacific between 2500 and 4500 m (figure
3.9). The volume of undersaturated waters differs by about 15% from the observation-based
data for the decade 1990-1999. This can partly be explained with differences in the topography
of the two data sets. Particularly, at depths below 3500 m the observation-based data set
covers a larger volume, which yields about 1/5 of the discrepancy. Most of the difference,
however, can be attributed to the too deep saturation horizon of the model results. These
differences can primarily be found in the North Pacific and Southern Ocean, and lead to large
differences in the volume of supersaturated waters between 500 m and 1500 m depth. Above
250 m, the model results match the observation-based data set well.
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Figure 3.3: Alkalinity, DIC and carbonate ion concentrations from observations (GLODAP, 1994) in the
equatorial Pacific. [CO2−

3 ] is high at the surface as the difference between alkalinity and DIC is large. Within
500 m this difference decreases rapidly, leading to minimal [CO2−

3 ] between 500 and 1500 m. Below 1500 m
the carbonate ion concentration increases slightly again. The (aragonite) saturation concentration [CO2−

3 ]sat
increases with depth due to the pressure dependency of Ksp (see also figure 1.2), which leads to the decrease
of ∆[CO2−

3 ] in the deep ocean, despite more or less constant [CO2−
3 ].

The main factor responsible for these above described differences in the carbonate saturation
state are differences in DIC and alkalinity, as the differences in [CO2−

3 ]sat are very small
(< 1% of the maximum [CO2−

3 ] difference). More precisely, it is the anomaly of the difference
between alkalinity and DIC (eq. 1.14) that determines the carbonate saturation anomaly. If
we eliminate the anomaly in the Alk-DIC difference by changing the value of DIC or alkalinity
to match the measured difference, the carbonate saturation anomaly decreases by a factor of
10 or more.

The model shortcomings in the North Pacific are probably caused by the too low export
of organic matter due to deficiencies in the ocean circulation. Oxidation of organic matter
falling from surface layers releases CO2, which in turn decreases [CO2−

3 ]. This decrease
is underestimated in the model due to the underestimation of export production. This is
correlated with too low apparent oxygen utilization (AOU) and phosphate concentrations in
the North Pacific.

The shallow layers of aragonite-undersaturated water between 20◦N and 15◦S at depths of
500-1000 m in the eastern tropical Atlantic are reproduced by the model, but are somewhat
too extensive. The undersaturation in these layers results most likely from a combination of
the uptake of anthropogenic CO2 and the oxidation of organic matter falling from the highly
productive overlying surface waters [Chung et al., 2004]. Thus the model seems to reasonably
reproduce ΩA in the Atlantic, but the export production and/or the input of anthropogenic
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Figure 3.4: Comparison between the observed (top) and the modeled (middle) annual mean (1990-1999)
aragonite saturation state at the surface. The difference plot at the bottom shows regions where the model is
over- (red) or underestimating (blue) the values from measurements.



3.3. RESULTS 35

0 0.2 0.4 0.6 0.8 1 1.2
0

0.2

0.4

0.6

0.8

1

1.2

relative standard deviation

re
la

tiv
e 

st
an

da
rd

 d
ev

ia
tio

n

0

0.
2

0.
4

0.
6

0.8

1

0.95

correlation coefficient

Global
Global top 200 m
Atlantic
Pacific
Indian

CO
3
2−

Ω
A

Figure 3.5: Taylor diagram conveying information about the pattern similarity between simulated and ob-
servation based results for annual mean (1990-1999) ΩA (squares) and [CO2−

3 ] (crosses). The observed field is
represented by a point at unit distance from the origin along the abscissa. The distance from this point to the
other points representing simulated fields, indicates the normalized r.m.s error. The values are calculated for
the entire global ocean (black), for the top 200 m of the global ocean (blue), as well as for the entire Atlantic
(green), Pacific (red), and Indian Ocean (magenta).

CO2 in the tropics is too high, possibly due to too intense upwelling.

For the Arctic Ocean there are no observation data available from GLODAP, but a qualitative
comparison with data from the Arctic Ocean Section 94 (AOS94) and the Polarstern Arctic
’96 expedition (ACSYS 96) [Jutterström and Anderson, 2005] shows, that the model results
match the measured aragonite saturation state at the surface reasonably well. In particular,
the low ΩA-values at the shelf break depth seem to be well reproduced by the model (figure
3.10). These low saturation states are correlated with nutrient maxima and very low O2

concentrations, that suggest remineralization of organic matter. At depths below 500 m, the
model overestimates ΩA by about 25%, and consequently the depth of the aragonite saturation
horizon is about 3500 m, instead of the observed 2500 m.

3.3.3 Projected changes in carbonate saturation state until 2100

The evolution of the carbonate saturation state is projected until 2100. The results are based
on reconstructed fossil fuel and land use emissions for the 19th and 20th century and on the
emissions projected by the SRES-A2 and SRES-B1 scenarios for the 21th century (see section
2.3).
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z = 0 m z = 100 m

z = 200 m z = 400 m

z = 1000 m z = 2000 m

Figure 3.6: Differences between modeled and measured annual mean (1990-1999) aragonite saturation state
at depths from 0 m to 2000 m.
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Pacific Atlantic

Figure 3.7: Meridional sections through the Pacific (left) and the Atlantic (right) showing zonal annual mean
(1990-1999) of observed (top) and modeled (middle) ∆[CO2−

3 ] in mmol/m3. The saturation horizon is indicated
by the thick line at ∆[CO2−

3 ] = 0. The bottom row shows the differences between model and measurements.
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Figure 3.8: The average difference and variance between modeled and measured annual mean (1990-1999)
∆[CO2−

3 ] (mmol/m3) at different depths (top row) and latitudes (bottom row) for the Pacific (left) and the
Atlantic (right). The area enclosed by dashed lines indicate the range of one standard deviation.

Changes in the surface aragonite saturation state

It is projected that the aragonite saturation state of surface waters will continue to decrease
rapidly in all regions. Surface waters will first become undersaturated with respect to arag-
onite by the year 2040 at high northern and by 2065 at high southern latitudes in the A2
scenario (Figures 3.11 and 3.12). Large regions in the Southern Ocean, the Arctic Ocean,
and the subarctic Pacific will be undersaturated at the surface by the end of this century. In
tropical and subtropical regions, the saturation state will drop to values around 2.

For the B1 scenario, the pattern looks similar until 2050, high northern surface waters will also
become undersaturated around 2040. After 2050 the stabilization of the CO2 concentration in
the atmosphere slows down the decreasing of the saturation state. By the end of the century
the saturation state seems to stabilize at the surface, although at a lower level. The Southern
Ocean will remain mostly saturated, the undersaturation is limited to high northern latitudes.
In tropical and subtropical regions the surface saturation state will stabilize at ΩA = 2.5-3.0.

The biggest absolute changes of ΩA can be found in the tropics and subtropics. The values
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GLODAP/WOA01

CSM1.4-carbon results

Differences

Figure 3.9: Volume of undersaturated water (1012 m3) with respect to aragonite (annual mean 1990-1999)
per array of gird boxes for the observation based data set (top row) and model results (middle row). The
bottom panels show differences in the volume of supersaturated water at different latitudes (left) and depths
(right).
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Figure 3.10: Comparison of model results with observation-based data from the Arctic Ocean Section 94
(AOS94). The top panel shows Ω for aragonite in the top 400 m over the shelf break from Jutterström and
Anderson [2005], based on measurements taken on the AOS94 cruise, which started at 70◦N/190◦E in the
Chukchi Sea (north of the Bering Strait), then led across the Mendeleyev-Alpha Ridge and the Makariv Basin
to 89◦N/146◦E at the Lomonosov Ridge near the North Pole. As the measurements were taken in the summer,
covering the months July to October, the bottom panel shows model results for this period only.

drop from 3-4 to 2 in the A2 scenario from 2000 to 2100. The spread of the absolute changes
is smaller in B1 (∆ΩA = -1.0 to -0.2) than in the A2 scenario (∆ΩA = -1.9 to -0.5).

The changes of the aragonite saturation state at the ocean surface can be related to the
mean atmospheric CO2 concentration in the boundary layer. Surface waters north of 70◦

will become undersaturated at pCO2 = 500 ppm, when the concentration reaches 600 ppm,
surface waters in the south polar zone will become undersaturated, too.

This atmospheric CO2 - surface saturation state relationship depends only little on the emis-
sion scenario. The divergence of ΩA is 0.02±0.03 (1±2%) for the common pCO2 range (370-
540 ppm) of the A2 and B1 scenarios.

The changes in the saturation state are not linear with respect to atmospheric CO2 concen-
trations, but slowing down with increasing pCO2. The global mean surface ΩA relative to
pCO2 can be fitted well with a second order polynomial ΩA(x = pCO2) = ax2 + bx + c, for
the values derived from 1820-2099 under SRES A2 (a = 4.04 · 10−6, b = −0.0072, c = 4.922).

Maximum variations of the saturation state changes can be found in the subtropics, where
ΩA first drops by about 0.5 per 100 ppm at pCO2 = 300 ppm. With increasing pCO2

concentrations this rate decreases to about 0.35/100 ppm at pCO2 = 500 ppm and 0.2/100
ppm at pCO2 = 700 ppm.
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Figure 3.11: Hovmueller diagrams showing the global zonal mean evolution of the annual mean surface
aragonite saturation state at different latitudes in the SRES A2 (top) and B1 (middle) scenarios. The third
diagram relates the saturation state to increasing atmospheric pCO2 at the surface. In the A2 scenario, the
saturation horizon (thick line) reaches the surface by the year 2040 (and 475 ppm respectively) at high northern
latitudes. After the year 2070 (625 ppm), high latitude regions will become largely undersaturated.
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Year 1820

Year 2000

Year 2100 (SRES A2) Year 2100 (SRES B1)

Change 2000-2100 (SRES A2) Change 2000-2100 (SRES B1)

Figure 3.12: Annual mean aragonite saturation state at the surface by the years 1820, 2000 and 2100. The
biggest absolute changes of ΩA can be found in the subtropics (bottom).
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Changes in the depth of the saturation horizon and in the volume of supersatu-

rated waters

The decrease of the saturation state leads to a rise of the saturation horizon (Figures 3.13
and 3.14). At high latitudes this rise is very steep as the saturation state changes quickly in
the whole water column from the surface to the saturation horizon. Whereas the rise in the
lower latitudes is smoother and surface waters are more affected than deep waters. In the
tropical Pacific the saturation horizon remains at the same depth of 1500 meters until 2100,
although the saturation state at the surface decreases rapidly.

The shift of the saturation horizon causes a significant decrease in the volume of supersatu-
rated seawater (Figure 3.15). In the SRES-A2 scenario it is expected that no water masses
with ΩA > 3 will exist after 2070. In 1820 these water masses represented 3.2% of the global
ocean volume. Further the volumes of waters with 2 < ΩA < 3 and 1 < ΩA < 2 decrease
by about 75% and 30% of their preindustrial values, while undersaturated waters (ΩA < 1)
extend from 58% to 75% of the total ocean volume. The changes in the SRES-B1 scenario
are about 50% smaller than those in the A2 scenario, except for waters with ΩA > 4 and
3 < ΩA < 4, that show no and only a small difference respectively.

For the top 210 m, which represents the potential habitat for many calcifying organisms, the
changes are correspondingly bigger. Waters with ΩA > 4 and 3 < ΩA < 4, which made up
13% and 34% of the total volume above 210 m in 1820, will vanish under SRES A2. The
volume of waters with 2 < ΩA < 3 is expected to decrease by about 40% from 29% to 18%,
while the volume of waters with 1 < ΩA < 2 and undersaturated waters increase from 24%
to 45% and from 1% to 37%, respectively.

3.3.4 Projected changes in ocean surface pH until 2100

With increasing atmospheric CO2 and the subsequent uptake by the ocean, the pH of seawater
changes along with the changes in carbonate saturation described above. In the SRES A2
scenario simulation, the global annual mean ocean surface pH drops from 8.17 in the year
1820 to 7.77 in the year 2099. Under the SRES B1 scenario, the reduction is less accentuated
and the projected global average pH in 2099 is 7.94 (figure 3.16).

Under the SRES A2 scenario, the largest changes from 2000 to 2100 (∆pH around -0.45) can
be found in the Arctic Ocean, where the annual mean pH drops from values around 8.15 to
values around 7.70 (figure 3.17). This turns the Arctic from a region with relatively high pH
in the global context to a region with relatively low pH in 2100. In the Tropics and in the
Ross Sea the smallest pH reductions of about -0.25 are found. In the Southern Ocean, in the
North Pacific, and in the North Atlantic, the pH is reduced more or less uniformly by about
-0.30 to -0.35.

3.3.5 Seasonal variability

Seasonal variability and their changes over time has been addressed by calculating anomalies
∆ΩA = ΩA − ΩA for the decades 1820-1829, 1990-1999, and 2090-2099 (under SRES A2),
where ΩA is the mean value of the corresponding decade. At the ocean surface, ΩA undergoes
seasonal variations with maximum values in the Northern Hemisphere from August to October
and minimum values from February to April (figure 3.18, left column). In the Southern
Hemisphere the pattern looks the other way round, like it does for the temperature.
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Pacific (30-50◦N) Atlantic (30-50◦N)

Pacific (0-30◦S) Atlantic (0-30◦S)

Southern Ocean (50-70◦S) Arctic Ocean (66-90◦N)

Figure 3.13: Time-depth diagrams of mean ∆[CO2−
3 ] (mmol/m3) at 30-50◦N (top) and 0-30◦S (middle) in

the Pacific (left) and Atlantic (right); in the Southern Ocean (bottom left, global mean 50-70◦S), and in the
Arctic Ocean (bottom right, global mean 66-90◦N). These projections under the A2 scenario clearly show the
upward shift of the saturation horizon (thick line). In the Pacific and at low latitudes in the Atlantic, the
corresponding regions in the other hemisphere show similar patterns.
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Pacific

Atlantic

Figure 3.14: The annual mean aragonite saturation state indicated by ∆[CO2−
3 ] (mmol/m3) in the year 2100

under scenario A2: Zonal averages for Pacific (top) and Atlantic (bottom). Thick lines indicate the aragonite
saturation horizon in 1820 (green), 1994 (red) and 2100 (black solid line for A2; black dashed line for B1).
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Figure 3.15: Global changes in the volume of supersaturated waters with respect to aragonite under the
SRES A2. The left figure shows changes in the entire ocean volume, whereas the right figure shows only the
top 210 m. Waters that are more than four times supersaturated (orange) are expected to vanish by the year
2010, and those that are 3 to 4 times supersaturated (gray) by the year 2075. The volumes of 2-3 and 1-2
times supersaturated waters (blue and red) decrease to 25% and 70% of the preindustrial values until 2100,
which are changes by about 3% and 11% of the total ocean volume. Thus the volume of undersaturated waters
(green) increases by about 30% (or 17% of the total ocean volume) until 2100. The dashed lines indicate
the volume changes under the SRES B1 scenario. The crosses denote the respective values derived from the
GLODAP/WOA01 data set for 1995 and the estimated preindustrial values (1830) obtained by subtracting
anthropogenic CO2 from DIC concentratons (see section 3.3.2 for a discussion of differences and section 3.2.2
for details on the measurements).

Figure 3.16: Projected global annual mean ocean surface pH (solid lines, left axis) and global annual mean
atmospheric CO2 concentrations (dashed lines, right axis) at the ocean surface in the SRES A2 (larger changes)
and SRES B1 (smaller changes) scenario simulations.
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Year 2000

Year 2099

Changes 2000-2099

Figure 3.17: Annual mean ocean surface pH in the years 2000 (top) and 2100 (middle) as projected by the
SRES A2 scenario simulation. The bottom panel shows the corresponding changes from 2000 to 2100.
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Figure 3.18: Seasonal variability of surface ΩA for the decade 1990-1999.
Left column: Absolute (top) and relative (bottom, in percent) differences between the annual mean and the
mean for each month, at different latitudes (zonal average).
Right column: Maps showing the maximum positive (top) and negative (bottom) anomalies in the surface
aragonite saturation state.

Interestingly the Arctic Ocean shows the same seasonal pattern as the Southern Hemisphere.
In the Arctic Ocean, the temperature is relatively constant throughout the year and alkalinity
reveals a strong seasonal variability (up to +3% in April/May and -4% in August/September)
compared to any other region. The varibility of DIC in the Arctic Ocean is also relatively
large, but less pronounced. Therefore, the difference [CO2−

3 ] ≈ Alk − DIC is small and its
anomaly is positive (high alkalinity) in the first half of the year and negative in the second
half (low alkalinity).

Maximum seasonal amplitudes ∆ΩA = −0.7 to +0.5 can be found around 40◦N in the West of
the Pacific and the Atlantic, in the Indian Ocean near the coast of Indonesia, and in the South
Atlantic near the coast of Argentina (figure 3.18, right column). These regions correspond
with regions of high primary production and with large seasonality in production.

The average anomalies, including the standard deviation with respect to different longitudes
and years of the decade 1990-1999, are shown in figure 3.19. The aragonite saturation state
at the surface is increased by the end and after the high production phase (spring in the
Southern Hemisphere/autumn in the Northern Hemisphere). It is approximately equal to



3.3. RESULTS 49

Figure 3.19: Average seasonal and interannual variability of surface ΩA in March/April (top left), June/July
(top right), September/October (bottom left), and December/January (bottom right) for the decade 1990-1999.
Dashed lines indicate the interannual variability (one standard deviation); dotted lines indicate variability with
longitude (one standard deviation).

the long-term average during summer and winter at all latitudes, and reduced after the
low production phase. There are relatively large zonal fluctuations (σ =0.10-0.15) in high-
production regions (around 40◦S, at 40-70◦N and around the equator), as the productivity
differs among different longitudes. The standard deviation with respect to different years of
the decade is usually smaller (σ =0.01-0.08).

The absolute amplitudes and patterns of the seasonal variability don’t show any significant
changes between 1820 and 2100 under SRES A2. However, as ΩA decreases, the relative
seasonal variability becomes larger. It increases from about +10%/-5% relative seasonal
variability at 40◦N in 1820 to about +25%/-15% in 2100.

Seasonal variability can be seen until 200 - 400 m depth and the amplitude seems to decrease
slightly by the end of this century for waters below 50 m. The effect on the saturation horizon
is low, except where it crosses surface waters with significant seasonal variability. There, the
saturation horizon may vary by about 50 m in depth or 10◦ in latitude, due to seasonal
variability (figure 3.20).
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Figure 3.20: Maximum positive (left) and negative (right) seasonal anomalies of ΩA in the Atlantic at depths
of 0-1000 m, projected for the year 2100 under SRES A2. In both panels, the three thick lines indicate the
annual average, the maximum and the minimum depth of the saturation horizon over the seasonal cycle.

3.3.6 The impact of climate change on projected changes in carbonate
saturation state until 2100

In addition to the simulations discussed so far in this chapter, a ’no warming’ simulation has
been performed that includes CO2 emissions according to the SRES A2 scenario, but does
not account for the radiative forcing (see section 2.3). By comparing the ocean acidification
results from this simulation with the results from the standard SRES A2 simulation discussed
above, the impact of climate change on changes in the carbonate saturation state can be
estimated.

The global annual mean ocean surface temperature, salinity, and alkalinity in the standard
simulation exhibit relative large changes compared to the simulation without warming, where
T, S and Alk remain more or less constant (figure 3.21). For annual mean surface DIC, ΩA

and pH this is completely different and both simulations project very similar changes. The
surface DIC increase by 2100 is about 8% larger in the simulation without warming, because
the capacity of the ocean to store CO2 is higher at lower temperatures. Consequently, the
projected decrease of surface ΩA is also slightly larger (about 4% by 2100) in the simulation
without warming, as ΩA depends mainly on the DIC concentration when alkalinity is constant.
In contrast, the pH decrease is slightly smaller (about 4% by 2100) without warming.

By reason of this global perspective, it is evident that changes in surface DIC, ΩA, and pH are
mainly dominated by the increase of atmospheric CO2 per se, but not by the climate change
(warming) due to this CO2 increase. As for surface temperature, salinity and alkalinity, the
opposite is the case.

Although little, climate change do have an effect on carbonate saturation state changes. In
particular, there are regions where the differences between the simulations with and without
warming are more significant than in the global average. Figure 3.22 shows the aragonite
saturation state found in the two simulations by the end of this century. There are relatively
large differences in the Arctic Ocean, where surface ΩA remains 0.25-0.4 higher in the simu-
lation without warming (figure 3.23). This is because the decrease in Alk (while DIC remains
constant) in the standard simulation is larger than the increase of DIC (while Alk remains
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Temperature Salinity

Alkalinity DIC

ΩA pH

Figure 3.21: Global annual mean surface temperature, salinity, alkalinity, DIC, ΩA, and pH as projected by
the SRES A2 simulations with (solid line) and without warming (dashed line) for the years 1820 to 2099.
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constant) in the no-warming simulation. At values around 0.7, this is a significant difference.
In most other regions surface ΩA is slightly lower in the simulation without warming. In the
North Pacific between 60◦N and 80◦N, there is a relatively large difference in ΩA up to 0.6 at
depths between 1000 m and 3000 m.

With warming Without warming

Figure 3.22: Surface (top row) and zonal average (bottom row) ΩA in the simulations with (left) and without
warming (right) by the end of the century. All panels show averages over the decade 2090-2099.

3.3.7 Sensitivity analysis

In order to estimate the uncertainties introduced by the simple pressure calculation and the
constant present-day value for silicate (see also section 3.2), some sensitivity analysis have
been performed.

Silicate concentrations have been either set to zero, increased uniformly by 20 µmol
l (which

corresponds to 10-90% of the original concentration), or doubled. These changes lead to
local differences in [CO2−

3 ] and ΩA of 0.4±0.2%, 0.5±0.1% and 0.6±0.3% respectively; maxi-
mum values are around 1%. Hence the silicate concentrations have little effect on carbonate
concentration and saturation state.

To estimate the robustness of the results with respect to in-situ pressure calculations, the
mean density of seawater used to calculate the pressure (eq. 3.1), has been varied from 1020
kg
m3 to 1060 kg

m3 . The results differ by 0.3±0.1% to 0.5±0.1% for [CO2−
3 ] and by 0.3±0.2% to

1.8±0.8% for ΩA; maximum values are around 3%.

The calcite saturation increases from about 0.1±0.1% at the surface to 0.75±0.3% at a depth
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Figure 3.23: Differences in projected ΩA between the simulations with and without warming. The top left
panel shows the difference at the surface, the top right panel the global zonal mean difference and the bottom
panel the average difference in the entire water column. All panels show the difference no-warming simulation
minus standard simulation, averaged over the decade 2090-2099.

Figure 3.24: The effect on the aragonite saturation state, when doubling the silicate concentrations (left)
and changing the mean seawater density from 1028 kg

m3 to 1060 kg
m3 (right). The solid line shows the average

difference in percent and the dashed lines indicate one standard deviation of the differences.
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of 2000 m and below, due to a doubling of the silicate concentrations (figure 3.24), following
roughly the average silicate concentration gradient in the water column. With a mean sea-
water density of 1060 kg

m3 , the difference in ΩA shows a linear response from 0% to about 3%

at 4750 m. As a result, the error of [CO2−
3 ] and ΩA can be expected less than 4% in regard

to uncertainties of pressure and silicate. For surface waters the error can even be considered
less than 1%.

3.3.8 Uncertainties

How certain are these results? Of course the emission scenario has a large impact on the
results, because atmospheric CO2 is the main driver of the projected changes. But for a given
scenario, i.e. atmospheric CO2 levels, the following four points have to be considered in order
to estimate the uncertainties of the results:

1. The uncertainty of the model output (variables T, S, Alk, DIC, PO4).

It is difficult to quantify this uncertainty but one can compare the model results with
observation based data or with other models to get an estimate. The model-observation
comparison has shown that the model performs well in most regions. The average
difference in the Atlantic is less than 15 % for ΩA, except for latitudes south of 60◦S
and depths around 500 m, where the difference increases up to 20%. In the Pacific,
average differences are less than 20% south of 20◦S, less than 40% south of 30◦N and
then rise up to 90% in the North Pacific. The biggest differences in the Pacific can be
found at depths of 500 to 1000 m.

2. The error by taking constant values for SiO3 from WOA01.

Sensitivity analysis have shown, that this error is very small (< 1% for ΩA; see section
3.3.7).

3. The error of the simple pressure calculation.

This error is also small, especially in the upper layers of the ocean (< 1% for ΩA in the
first 1500 m, < 3% below; see section 3.3.7).

4. The error in the calculation of the carbonate saturation variables.

This includes effects that are not considered in the calculation and errors in the constants
that were used. The probable error in ΩA due to uncertainties in the equilibrium
constants and measurements, has been estimated by Chung et al. [2004] to ±0.054.
This is ≤ 5% for supersaturated waters and that is far less than the uncertainty of the
model output.

Based on this, it is assumed, that the results can be considered to be quite reliable. The
biggest uncertainties come from the simulated quantities and are expected to be strongly
dependent on any specific region concerned.
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3.4 Discussion

3.4.1 Main results

The projected changes in the carbonate chemistry of the ocean due to increasing atmospheric
CO2 show significant reductions of the carbonate saturation levels and a decrease of the pH
of seawater. These projections are based on two SRES scenarios, a high CO2 emission (A2)
and a low CO2 emission (B1) scenario.

Global annual mean surface pH decreases from 8.17 to 7.70 (A2) and 7.94 (B1), respectively,
during the simulations from 1820 to 2100. The Arctic is exposed to the largest decrease and
changes from a high-pH to a low-pH region. At high latitudes, the aragonite saturation state
of surface waters will decrease by 0.5 to 1.0 in the A2 scenario (0.2 to 0.5 in B1 scenario)
during this century. High latitude surface waters will start to become undersaturated by 2040
(475 ppm) in the north, and by 2060 (575 ppm) in the south. By 2100 the Southern Ocean
and high northern latitude waters are expected to be largely undersaturated. The Southern
Ocean is particularly affected because of low temperatures at the surface and large amounts
of upwelling waters with high CO2 concentration from organic matter remineralization. In
the tropics and subtropics ΩA is expected to decrease by 1.0 to 1.9 (about 30-60%) in the A2,
and by 0.5 to 1.0 (about 15-30%) in the B1 scenario.

The aragonite saturation horizon shoals from about 1700 m to the surface in the Southern
Ocean and in the subarctic Pacific. In the North Atlantic, it shoals from 3200-3400 m to
500-1400 m. As a result, the volume of supersaturated waters, which represent potential
habitats of calcifying organisms with aragonite shells or skeletons, is reduced by about 12%
(B1 scenario) to 20% (A2 scenario). Waters with saturation states, that are believed to
provide optimal conditions for aragonite calcifiers (ΩA > 4), will even vanish for both B1 and
A2.

The B1 scenario shows similar results as the A2 scenario until 2050. After that, the saturation
state stabilizes at the surface due to the stabilization of the atmospheric CO2 concentrations,
which is a result of the reduction of the emissions in the B1 storyline after 2040.

The simulated seasonal variability is small in the high latitude and tropical ocean. In the
mid-latitudes there are deviations up to 15-20% from the annual mean. The interannual
variability is small.

The impact of climate change on changes in the carbonate saturation state is relatively small
in the global mean. In most regions the decrease in ΩA is slightly larger (0.05 to 0.25 at the
surface) in the simulation without warming. In the Arctic Ocean the decrease is smaller in
the no-warming simulation and in the North Atlantic at 1000 - 3000 m depth, the reduction
is larger than anywhere else.

A comparison with observational data shows that the model is able to reproduce the present-
day CaCO3 saturation states reasonably well. There are, however, differences that have to
be considered, particularly in the North Pacific. A too low export production in the North
Pacific and Antarctic Intermediate Water that is not penetrating far enough northwards, do
affect the model projections.
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3.4.2 Related work and comparison to other studies

The presented results are in very good agreement with results from Orr et al. [2005], that are
based on 13 models that participated in the second phase of the Ocean Carbon-Cycle Model
Intercomparison Project (OCMIP-2), forced by the IPCC IS92a and S650 CO2 scenarios.
These scenarios are similar to the A2 and B1 scenarios used here. However, the IS92a yields
lower atm. CO2 by about 60 ppm less than the A2 scenario by 2100. The concentrations in
S650 stabilizes at a level that is about 25 ppm higher than in the B1 scenario. In contrast
to the results presented here, simulated perturbations were added to the modern DIC data
provided by GLODAP and alkalinity was assumed to be constant in the Orr et al. [2005] study.
Further the models were accounting for the direct geochemical effect only, but a comparison
with three coupled climate models showed that the effect of climate change and seasonal
variability is relatively low (increase of [CO2−

3 ] < 10%).

Common findings are the onset of undersaturation of Southern Ocean surface waters with
respect to aragonite at 550 ppm atmospheric CO2 concentration (by the year 2050/2055 in
the IS92a/A2 scenarios) and the extension of the undersaturation at the surface to the entire
Southern Ocean and into the subarctic Pacific Ocean by 2100. Orr et al. [2005] project a
surface CO2−

3 concentration in the Southern Ocean (all waters south of 60◦S) of 55±5µmol/kg
by the year 2100, while our results yield 52±6 µmol/kg. Further the average tropical surface
[CO2−

3 ] (all waters between 23.5◦S and 23.5◦N) declines in both studies by about 45 % to
147±9 µmol/kg (present study) and 149±14µmol/kg (Orr et al. [2005]), respectively.

In the Atlantic, the patterns of the saturation horizon in 2100 basically look similar, but
differences are found in the North Atlantic. The horizon remains lower (at 2800 m in the
Subtropics; at 500 m north of 50◦N) in the present study than found by Orr et al. [2005], where
the horizon shoals to about 1000 m in the Subtropics, and to 115 m north of 50◦N. These
differences are possibly due to deeper penetration of intermediate and deep waters in the
North Atlantic in the present study, that leads to more supersaturated waters between 10◦N
and 30◦N, at depths of 800-2800 m. Similar differences can also be seen in the comparison
with observations, where the carbonate ion concentration in that region is about 10-20%
higher than observation-based estimates (figure 3.7).

In the Pacific, the CSM1.4-carbon model results show a lower saturation horizon throughout
the Pacific. Particularly in the North Pacific the saturation horizon is too deep and the model
results show horizontal layers with respect to calcium carbonate concentrations, whereas
observation based data indicate these layers shoal in the North Pacific (figure 3.2). The
aragonite saturation horizon remains at 1400 m in the tropical and subtropical Pacific. On
the other hand, it shoals quickly to the surface at latitudes higher than 40◦. Orr et al. [2005]
find that the saturation horizon shoals to 200-400 m in the tropical and subtropical Pacific,
and consequently a less steep rise at higher latitudes.

In the Southern Ocean, water at depths of 200-1400 m south of 60◦S (Pacific) and 50◦S
(Atlantic) remain slightly oversaturated in the present study, whereas Orr et al. [2005] project
that the whole water column becomes undersaturated by 2100 under the IS92a scenario. In
the South Atlantic, they find that the saturation horizon reaches the surface at about 60◦S,
while it rises steeper in the present study and reaches the surface at about 50◦S.

The differences in the saturation horizon between Orr et al. [2005] and the present study are
in regions with small [CO2−

3 ] gradients (e.g. 10-20 mmol/m3 per 1000 m depth in the Pacific),
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thus small differences in projected carbonate ion concentrations result in large fluctuations of
the saturation horizon depth. These differences are about 10-20% of the in situ carbonate ion
concentration and can partly be explained with increased water temperature due to global
warming (+0.5◦C in the tropical pacific at about 750 m from 2000 to 2100), which has not
been taken into account by Orr et al. [2005]. However, the influecnce of global warming was
found to be small in these regions and there are shortcomings in the CSM1.4-carbon model,
as the comparison with observations has shown.

Chung et al. [2004] project, that the intermediate water (centered at about 800 m depth) of
the entire tropical Atlantic will become undersaturated with respect to aragonite by about
the middle of this century. This projection is based on the WOCE/JGOFS/OACES Atlantic
carbon data set and the mean accumulation rate of anthropogenic CO2 in the western tropical
Atlantic over the last 45 years (0.20 µmol kg−1 yr−1).

This finding is mostly consistent with this study, but the undersaturated area is shifted
southwards by about 10◦; we project undersaturated water in the entire Atlantic at depths
of 800-1200 m at 30◦S, shoaling to 300-700m at 5◦N, but north of 10◦N the Atlantic remains
mostly supersaturated (figure 3.2). Again, the comparison of our results with observations
suggest, that this southward shift is due to deficiencies in the model.

Caldeira and Wickett [2005] used the Lawrence Livermore National Laboratory (LLNL) ocean
general circulation model to predict future changes in DIC and the effect of these changes on
marine chemistry. This model uses the abiotic carbon protocols from the OCMIP-2 project
and does not account for climate, circulation, biological, land-biosphere or dust feedbacks.
It has been forced with different CO2 emission and stabilization scenarios, among them the
SRES A2 and B1 scenarios.

They find nearly identical values for mean surface pCO2 (370 ppm), ∆pH (-0.09) and ΩA

(2.9) in the year 2000. The projected pCO2 is considerably higher under both scenarios
than in the present study (970 ppm in A2 and 650 ppm in B1 by 2100, which is 15% and
20% more, respectively), hence the mean surface aragonite saturation states are also lower.
They project ΩA=1.4 and ∆pH=-0.46 under A2, and ΩA=1.9 and ∆pH=-0.30 under B1 in
2100, whereas we find ΩA=1.8, ∆pH=-0.39, ΩA=2.3 and ∆pH=-0.23, respectively). However,
at corresponding atmospheric CO2 concentrations we find ΩA=1.5 at 970 ppm (extrapolated
from A2 by second order polynomial fitting) and ΩA=1.8 at 650 ppm (from A2), which match
the values from Caldeira and Wickett [2005] within ±0.1.

This indicates that both models show a similar response to atmospheric CO2 concentrations
with respect to calcium carbonate saturation, but behave differently regarding the distribu-
tion of anthropogenic CO2 among different pools and/or transport in the ocean. Caldeira and
Wickett [2005] admit that their model tends to get a relatively shallow North Atlantic ther-
mohaline circulation, with much of the deep North Atlantic filling up with Antarctic Bottom
Water. Their model takes up 1.86 PgC yr−1 for years 1980-1989 and 2.16 PgC yr−1 for years
1990-1999, this are 2-8% larger amounts than in the present study, where the ocean uptake
is about 1.75 PgC yr−1 for years 1980-1989 and 2.01 PgC yr−1 for years 1990-1999. Both
studies compare with 1.8±0.8 PgC yr−1 and 1.9±0.7 PgC yr−1 estimated by Le Quéré et al.
[2003], and 1.7±0.6 PgC yr−1 and 2.4±0.7 PgC yr−1 estimated by Plattner et al. [2002].

Kleypas et al. [1999] investigated the future decrease of the aragonite saturation state in
the tropics to assess geochemical consequences on coral reefs. They used two methods to
project changes in surface saturation state. The first assumed constant alkalinity through
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the middle of this century and that the ocean surface response to increased pCO2,atm is
strictly thermodynamic, i.e. pCO2,surf is near equilibrium with pCO2,atm. The second method
employed the Hamburg Ocean Carbon Cycle (HAMOCC) global model, which simulates the
response of the entire carbon system to increased pCO2,atm.

Using the first method, they found that average surface ΩA in the tropics was 4.6±0.2 in 1900,
4.0±0.2 in 2000, and projected values of 3.1±0.2 and 2.8±0.2 for the years 2065 and 2100
under the IPCC IS92a scenario. The HAMOCC model values are consistently lower, because
of slightly different global change scenarios and differences between modeled and measured
alkalinity.

These values are 8-10% higher for years 1990-2065 and 18% higher for 2100 than those found
in the present study under SRES A2. The HAMOCC model values are 9-14% lower for 1900-
2000, match our values in 2065, but are 8% higher in 2100. Thus the present study fits well
between the values from HAMOCC and the strictly thermodynamic calculation, except for
the projection after 2065. However, this can partly be justified with higher pCO2,atm in the
A2 emission scenario, than in IS92a.

Gattuso et al. [1998] also estimated the average aragonite saturation state and pH of tropical
surface waters. They found nearly the same values (ΩA=2.93 and pH=7.93) as in the present
study (ΩA=2.99 and pH=7.93), when pCO2 reaches double preindustrial values (560 ppm).

3.4.3 Possible consequences

Impacts on marine organisms and ecosystems

The impacts of decreasing calcium carbonate saturation and climate change is currently being
discussed actively and is subject of many field studies [Kleypas et al., 2006, Hoegh-Guldberg,
2005, Langdon and Atkinson, 2005, Gattuso et al., 1998]. Many effects have to be considered,
in order to assess possible impacts. First, the region and depth of habitats of potential
endangered species have to be taken into account, because changes of the CaCO3 saturation
state depend on the location. Low saturation states and undersaturation of the whole water
column is expected first in polar and subpolar regions, whereas the maximum relative changes
of the saturation state can be found in the subtropics.

Second, the calcification response of organisms and the interactive effects of saturation state,
temperature, light, and nutrients on calcification rates is essential. Open questions are com-
petitive interactions between net production and calcification, as well as between photosyn-
thesis and calcification. It has not yet been adequately determined which component of the
carbonate system - CO2−

3 , saturation state, pH - controls the calcification rate. How decreased
calcification rates will affect the long-term survival of calcifiers is unknown and further studies
are required to determine the effect of increased pCO2 on ecosystems [Kleypas et al., 2006].

Current evidence suggests, that calcification rates of many organisms are strongly dependent
on Ω. This has been shown for corals, coralline algae, coccolithophorids, foraminifera, echin-
oderms, mesocosm coral reef communities and natural coral reef ecosystems [Langdon and
Atkinson, 2005]. Coral reef development was associated with ΩA ≥ 4.0 by Kleypas et al. [1999]
and Langdon and Atkinson [2005] projected a 40-50% decrease of coral calcification rates by
2065 (ΩA=3.1) relative to ΩA=4.6, which corresponds to the conditions in the tropical ocean
in 1880. For the same change of ΩA, studies of Langdon et al. [2000], Broecker et al. [2001],
and Reynaud et al. [2003] predict a decline in coral and coral reef calcification of 60% (range
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40-83%), whereas for another cluster of data, a decline of only 1% to 18% has been projected
[Gattuso et al., 1998, Leclercq et al., 2000, Marubini et al., 2001, 2003, Reynaud et al., 2003].

Multiple taxa of benthic and planktonic calcifiers have shown significant calcification response
to carbonate chemistry. Pteropods, which are planktonic calcifiers and an integral component
of food webs, are believed to be one of most endangered species, because they build aragonite
shells and can be found in the upper 300 m of polar and subpolar waters. At saturation levels
expected in the year 2100 under the A2 scenario, a marked dissolution at the growing edge
of their shells is found in incubation studies [Orr et al., 2005].

The Arctic Ocean exhibit favorable conditions for calcifiers and CaCO3 conservation in sedi-
ments. Sedimentation and respiration rates of organic matter are low and coccolithophorids,
foraminifers and pteropods are abundant and can be found in sediments [Jutterström and
Anderson, 2005]. However, the present study projects that the top 100 m of the Arctic Ocean
will become undersaturated with respect to aragonite by the end of this century under SRES
A2.

McNeil et al. [2004] claimed that rising sea surface temperatures (SST) will outweigh negative
effects of decreased [CO−2

3 ] and that annual average coral reef calcification rate even will
increase and eventually exceed pre-industrial rates by about 35% by 2100. This suggestion is
based on projections of ocean warming and ΩA (using a coupled atmospheric-ice-ocean carbon
cycle model developed by the Commonwealth Scientific Industrial Research Organisation), as
well as on empirical relationships between calcification and ΩA by Langdon et al. [2000], and
between calcification and SST by Lough and Barnes [2000]. However, this hypothesis was
soundly refuted by a large number of authors [Kleypas et al., 2005], who denote problems
with the additivity of SST and ΩA regarding calcification, as well as the linearity of the
calcification response on temperatures, which does not increase indefinitely with SST.

Further, the results from Lough and Barnes [2000] on the long-lived coral Porites on the
Great Barrier Reef, which showed no long-term decrease of calcification with decreasing ΩA,
don’t seem to be appropriate to derive a general SST-calcification relationship, as done by
McNeil et al. [2004]. Additionally the definition of the coral habitat (oceanic area where
annual average SST > 18◦C) was considered to be too simple.

In the present study the projected SST and ΩA in those regions differ largely from the results
by McNeil et al. [2004], based on the IS92a scenario. ΩA values correspond until 2000, but
then diverge; the results by McNeil et al. [2004] are 10% higher in 2050, and even 37% higher
in 2100. The mean SST corresponds until 1970, but afterwards, the difference increases
steadily up to 1.6◦C (+6%). The main reason for these differences is probably the about 30%
smaller uptake of atmospheric CO2 by the ocean in the model used by McNeil et al. [2004].
Despite the higher CO2 emissions in the IS92a scenario, the cumulative uptake from 1850 to
2100 amounts to only 320 GtC [Matear and Hirst, 1999], whereas the present study yields 459
GtC for the same time period and the SRES A2 scenario. The average uptake for 1980-1989
is 1.35 GtC yr−1, which is 20-25% less than found by Le Quéré et al. [2003] (1.8±0.8 GtC
yr−1), Plattner et al. [2002] (1.7±0.6 GtC yr−1), and the present study (1.75 GtC yr−1).

Besides the effects on calcification, increasing SST causes bleaching of corals, when ∆T ≥
+1.0◦C in summer. Increase of CO2 is not known to cause bleaching [Hoegh-Guldberg, 2005].
Other potential influences of climate change on corals could be a direct effect of pH and
CO2 on the physiological performance, sea level rise (though this is believed to be a smaller
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problem, if the condition of corals is good), as well as increasing storms and rainfalls (erosion).
Gattuso et al. [1999] suggested that pH decrease could change membrane permeability and
conductance or cause changes in the activity of an enzyme involved in some critical pathways
related to calcification.

The reduction in ocean pH also has some direct effect on other marine species, e.g. by altering
the acid-base balance within cells, which can lead to the dissolution of exoskeletal components,
metabolic suppression, reduced protein synthesis and reduced activity. Particularly deep-sea
organisms seem to be highly sensitive to even modest pH changes [Seibel and Walsh, 2001,
Ishimatsu et al., 2005].

Not much is currently known about the ability of corals to adapt to new conditions or to
avoid them through migration, but the speed of the changes is very likely important for the
ability to adapt or migrate. The implications of acidification for the biodiversity of coral reefs
is also largely unknown, but many organisms are highly dependent on corals, that provide
food and shelter. Further there are also possible impacts on people (e.g. that depend directly
on corals for daily subsidence) or industries like fishing and tourism [Hoegh-Guldberg, 2005].

Feedbacks on the carbon cycle

Besides the biological impacts, changes in the carbonate chemistry can also affect the air-sea
CO2 flux, and therefore the whole carbon cycle. On long time scales (several 100 years),
global changes in the export of CaCO3 relative to that of organic matter can lead to large
changes in atmospheric CO2 through CaCO3 compensation (see 1.2.3).

On shorter time scales, reduced surface export of CaCO3 leads to an increase in surface
alkalinity, which will tend to lower oceanic pCO2, and hence the ability to absorb atmospheric
CO2 is enhanced. Enhanced dissolution of CaCO3 in the ocean results in smaller supply of
CaCO3 to the sediments and will eventually also result in greater supply of alkalinity to the
surface. From a global prospective, a lowering of the calcification rate and an enhancement
of the dissolution of CaCO3 in the upper ocean would increase fossil fuel CO2 storage in the
ocean [Chung et al., 2004].

Finally, elevated atmospheric pCO2 could lead to additional weathering of terrestrial car-
bonates, which in turn increases the Ca2+ input to oceans. This can partly counteract the
decrease in Ω due to the decrease in pH.

3.4.4 Outlook

Further steps not covered in this thesis could include an extended discussion of the impacts
of climate change on ocean acidification (e.g. comparison with Cao et al. [2007]), an analysis
of the impact of using annual mean values instead of seasonal data when comparing results
with observations, as well as of the link to changes in marine productivity (chapter 4). Ad-
ditionally, the uncertainties could be better constrained using errors of the measurements
when comparing results with observations, ensemble simulations, and a quantification of the
uncertainties introduced by the model drift and the detrending of variables.

Caveats of the CSM1.4-carbon model with respect to ocean acidification are a missing sedi-
ment model and that the calcification and remineralization rates are not calculated dynami-
cally. A sediment model will be especially important for simulations on longer time scales in
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order to account for carbonate compensation.
To improve our understanding of the role of CaCO3, the CO2 uptake by the ocean, and their
impacts on changes in the carbonate chemistry and in the carbon cycle, future modeling
efforts will be required. These should include dynamic production and remineralization of
CaCO3 (both, calcite and aragonite [Gangstø et al., submitted, 2007]), sedimentary response,
as well as organism or ecosystem response.
Global and regional models should be considered, because on the one hand CaCO3 is an
important component of the global carbon cycle, and on the other hand the impacts of
decreasing CaCO3 saturation can be restricted or particularly important to specific regions
(e.g. shallow waters or coastal regions).

To assess the impacts on marine organisms and ecosystems, further experiments are needed to
understand and quantify the process of calcification and its relation to net carbon production,
photosynthesis and changing water temperatures, as well as to estimate their ability to adapt
to changed conditions.





Chapter 4

Changes in marine productivity

4.1 Introduction

Marine primary production (PP) and export of organic matter are important elements in
the global carbon cycle. They determine the amount of carbon that is used to form organic
matter in the surface ocean, as well as the amount that is transported to depth by the
biological pump. The vertical flux of carbon has an effect on the partial pressure pCO2 in the
surface waters and hence on the gas exchange between atmosphere and ocean. If there was
no such biological pump, the atmospheric CO2 concentration would be significantly higher
than observed [Sarmiento and Gruber, 2004].

For that reason, marine productivity is an important factor in order to assess the impact
of future climate change and are subject of ongoing research and discussion. Key questions
are: What are the physical and biological controls on primary and export production? How
is organic carbon transported, transformed and remineralized below the surface layer? And
how does the ocean biogeochemistry respond to climate variability and are there feedbacks
on climate change?

Schneider et al. [2007] compares spatial and temporal variability in net primary productivity
and particulate organic carbon (POC) export from three different coupled carbon cycle models
with observation-based estimates derived from satellite measurements of ocean color and
inverse modeling. One of these models is the NCAR CSM1.4-carbon model, and the results
from the simulation described in section 2.3 have been used.

Analyzing the period 1985-2004, Schneider et al. [2007] found that the model results confirm
the dominant role of the low-latitude, permanently stratified ocean for global PP anomalies.
Stronger stratification (higher SST) leads to negative PP anomalies and vice versa. This has
also been shown by satellite observations [Behrenfeld et al., 2006]. The global annual amount
of PP simulated by the models (24-31 GtC/yr) is considerably lower than satellite-based
estimates of around 48 GtC/yr [Behrenfeld et al., 2006].

In the present study, the continuation of these model simulations in a scenario of future
climate change (SRES A2, see section 2.3) until the year 2100 is analyzed with respect to
changes in marine productivity.

First, a short overview of the models and methods used is given. Then, the projected changes
in PP and POC export until the year 2100 are presented and changes in the PP limitation
are discussed for the NCAR model. Finally, possible drivers and mechanisms of PP changes
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are examined, followed by a short discussion of the main results.

4.2 Methods

4.2.1 Models

The results used in this chapter are based on simulations performed with three fully coupled
3-D atmosphere-ocean climate models (IPSL, MPIM, and NCAR), that include additional
carbon cycle modules for the terrestrial and oceanic biospheres.

The IPSL model

The IPSL-CM4-LOOP (IPSL) model consists of the Laboratoire de Météorologie Dynamique
atmospheric model (LMDZ-4) with a horizontal resolution of about 3◦ × 3◦ and 19 vertical
levels [Hourdin et al., 2006], coupled to the OPA-8 ocean model with a horizontal resolution
of 2◦ × 2◦ · cos φ and 31 vertical levels and the LIM sea ice model [Madec et al., 1998]. The
terrestrial biosphere is represented by the global vegetation model ORCHIDEE [Krinner et al.,
2005], the marine carbon cycle by the PISCES model [Aumont et al., 2003].

PISCES simulates the cycling of carbon, oxygen and the major nutrients determining phyto-
plankton growth (PO4, NO3, NH4, Si, Fe). Phytoplankton growth is limited by the availability
of nutrients, temperature and light. The model has two phytoplankton size classes (small and
large), representing nanophytoplankton and diatoms, as well as two zooplankton size classes
(small and large), representing microzooplankton and mesozooplankton. For all species the
C:N:P ratios are assumed constant (122:16:1), while the internal ratios of Fe:C, Chl:C and
Si:C of phytoplankton are predicted by the model.

There are three non-living components of organic carbon in the model: semi-labile dissolved
organic carbon (DOC), with a lifetime of several weeks to years, as well as large and small
detrital particles, which are fueled by mortality, aggregation, fecal pellet production and
grazing. Small detrital particles sink through the water column with a constant sinking speed
of 3 m/day, while for large particles the sinking speed increases with depth from a value of 50
m/day at the depth of the mixed layer, increasing to a maximum sinking speed of 425 m/day
at 5000 m depth.

For a more detailed description of the PISCES model see Aumont and Bopp [2006] and
Gehlen et al. [2006]. Further details and results from the fully coupled model simulation of
the IPSL-CM4-LOOP model are given in Friedlingstein et al. [2006].

The MPIM model

The Earth System Model employed at the Max-Planck-Institut für Meteorologie (MPIM)
consists of the ECHAM5 [Roeckner et al., 2006] atmospheric model in T63L31 resolution
with embedded JSBACH terrestrial biosphere model and the MPIOM physical ocean model,
which further includes a sea-ice model [Marsland et al., 2003] and the HAMOCC5.1 marine
biogeochemistry model [Maier-Reimer et al., 2005]. The coupling of the marine and atmo-
spheric model components, and in particular the carbon cycles is achieved by using the OASIS
coupler.

HAMOCC5.1 is implemented into the MPIOM physical ocean model [Marsland et al., 2003]
using a curvilinear coordinate system with a 1.5◦ nominal resolution where the North Pole
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is placed over Greenland, thus providing relatively high horizontal resolution in the Nordic
Seas. The vertical resolution is 40 layers, with higher resolution in the upper part of the
water column (10 m at the surface to 13 m at 90 m). The marine biogeochemical model
HAMOCC5.1 is designed to address large scale/long term features of the marine carbon
cycle, rather than to give a complete description of the marine ecosystem. Consequently,
HAMOCC5.1 is a NPZD model with two phytoplankton types (opal and calcite producers)
and one zooplankton species. The carbonate chemistry is identical to the one described in
Maier-Reimer [1993]. A more detailed description of HAMOCC5.1 can be found in [Maier-
Reimer et al., 2005], while here only the main features relevant for the described experiments
will be outlined.

Marine biological production is limited by the availability of phosphorous, nitrate and iron.
Silicate concentrations are used to distinguish the growth of diatoms and coccolithophorides:
if silicate is abundant, diatoms grow first, thereby reducing the amount of nutrients available
for coccolithophoride growth. The production of calcium carbonate shells occurs in a fixed
ratio of the phytoplankton growth (0.2). The model also includes cyanobacteria that take up
nitrogen from the atmosphere and transform it immediately into nitrate. Please note that
biological production is temperature-independent, assuming that phytoplankton acclimate
to local conditions. Global dust deposition fields are used to define the source function of
bioavailable iron. Removal of dissolved iron occurs through biological uptake and export and
by scavenging, which is described as a relaxation to the deep ocean iron concentration of
0.6 nmol/m3. In the experiments used here, export of particulate matter is simulated using
prescribed settling velocities for opal (30 m/day), calcite shells (30 m/day) and organic carbon
(10 m/day). Remineralisation of organic matter depends on the availability of oxygen. In
anoxic regions, remineralization using oxygen from denitrification takes place.

HAMOCC5.1 also includes an interactive module to describe the sediment flux at the sea floor.
This component simulates pore water chemistry, the solid sediment fraction and interactions
between the sediment and the oceanic bottom layer as well as between solid sediment and
pore water constituents.

The NCAR model

A comprehensive description of the NCAR CSM1.4-carbon model can be found in chapter 2.
Additionally, it is important to note that the total productivity in the NCAR model contains
both new and regenerated production, though the regenerated contribution is probably lower
than in the real ocean. This is because the total biological productivity is partitioned into
sinking POC flux (1/3), equivalent to POC export, and into the formation of dissolved or
suspended organic matter (2/3), much of which is remineralized within the model euphotic
zone. While not strictly equivalent to primary production as measured by 14C methods, rather
net nutrient uptake, NCAR PP is a reasonable proxy for the time and space variability of PP
if somewhat underestimating the absolute magnitude. In this study, net nutrient uptake for
NCAR is labeled and treated as PP for reasons of simplicity, even though it is not essentially
the same.

4.2.2 Experimental design

The experimental design of the SRES A2 scenario simulation performed with the NCAR
model has already been described in section 2.3. For the simulations with the other two
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models, the same emission scenario has been used, but in contrast to the NCAR model, the
IPSL and MPIM models were only forced by CO2 emissions and did not include CH4, N2O,
CFCs, volcanic emissions or changes in solar radiation.

Because the output data from the IPSL and MPIM models is on a curvilinear coordinate
system, all variables from these two models have been interpolated onto a 1◦×1◦ rectangular
grid using a Gaussian interpolation. For the interpolation, a scale of 2◦ and a cutoff factor of
2 have been used, which means that basically the data is regridded using a distance weighted
average within a 4◦ × 4◦-box around the grid points. The variables from the NCAR model
have been analyzed using the actual model grid. All results in this chapter are based on
annual mean values over the period from 1860 to 2100.

4.3 Results

4.3.1 Projected changes in marine productivity until 2100

All three models show a reduction in the globally integrated annual mean primary production
(PP) and POC export the simulation from 1860 to 2100 (table 4.1, figure 4.1). The IPSL
model, which also yields the highest preindustrial and present values for PP, shows the largest
changes. The PP declines by -8.8 GtC/yr until the end of this century, which is 25% of
the simulated preindustrial (1860-1869) production. The other two models show similar
reductions of -2.3 GtC/yr and -2.0 GtC/yr, which are 10% and 7% of the preindustrial
productivity, respectively. Despite the different preindustrial and present productivity, the
IPSL and the NCAR model project about the same PP in 2100 due to the large reduction
in the IPSL model, whereas the productivity in the MPIM model always remains about 2
GtC/yr below the one of the NCAR model.

The changes in POC export show very similar patterns as the changes in PP, but in the IPSL
model, the relative reduction is about 5% higher than for PP.

The PP changes in the NCAR model are dominated by the North Atlantic, where PP is
reduced strongly between 35◦N and 60◦N (figure 4.2). A slight decrease in PP can also be
found in the Atlantic between 20◦N and 20◦S, in the Pacific at 30◦N and north-east of New
Zeeland, as well as in the Indian Ocean north of 40◦S. Small increases in PP are projected
in the Pacific north of 40◦N, in the Atlantic and Greenland Sea north of 60◦N, and in the
Southern Ocean.

In the IPSL model PP changes are more distributed with maximum reductions in the North
Atlantic between 40◦N and 60◦N, in the equatorial Pacific, and at the west coast of Africa.
Slight to moderate reductions in PP can be found almost everywhere between 60◦N and 40◦S,
except for the North Pacific around 45◦N and the west coast of South America around 30◦S,
where a slight increase in PP is projected. In the Southern Ocean slight increases in PP are
found, except south of New Zeeland.

The MPIM model projects the maximum decrease of PP in the equatorial Pacific and Atlantic,
as well as in the north of the Indian Ocean. Increased PP is projected in the Southern Ocean
near the coast of Antarctica, in the Arctic, and in the eastern Pacific around 30◦S.

In order to quantify and compare the PP changes in different regions, the changes in integrated
PP were calculated for nine regions: Arctic; North Pacific and Atlantic (north of 30◦N);
tropical Pacific, Atlantic and Indian (30◦N-30◦S); south Pacific, Atlantic and Indian (south
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Primary production IPSL MPIM NCAR

PPglob 1865 [GtC yr−1] 34.8 23.9 28.4
PPglob 2000 [GtC yr−1] 30.7 23.7 27.5
PPglob 2095 [GtC yr−1] 26.0 21.6 26.4
∆PPglob 1865-2000 [GtC yr−1] -4.1 (-12%) -0.2 (-1%) -0.9 (-3%)
∆PPglob 2000-2095 [GtC yr−1] -4.7 (-15%) -2.1 (-9%) -1.1 (-4%)
∆PPglob 1865-2095 [GtC yr−1] -8.8 (-25%) -2.3 (-10%) -2.0 (-7%)

POC export IPSL MPIM NCAR

EPglob 1865 [GtC yr−1] 9.1 5.0 9.4
EPglob 2000 [GtC yr−1] 8.0 5.0 9.0
EPglob 2095 [GtC yr−1] 6.4 4.5 8.7
∆EPglob 1865-2000 [GtC yr−1] -1.1 (-12%) 0.0 (0%) -0.4 (-4%)
∆EPglob 2000-2095 [GtC yr−1] -1.6 (-20%) -0.5 (-10%) -0.3 (-3%)
∆EPglob 1865-2095 [GtC yr−1] -2.7 (-30%) -0.5 (-10%) -0.7 (-7%)

Table 4.1: Integrated global annual primary production (PP) and POC export (EP) for the three models
IPSL, MPIM and NCAR. ∆PP and ∆EP indicate the corresponding changes. The values are averages over
the periods 1860-1869 (1865), 1985-2004 (2000), and 2090-2099 (2095).

Figure 4.1: Vertically integrated annual mean primary production (PP, GtC
yr

) and surface temperature (◦C),
as simulated by the IPSL (solid line), MPIM (dashed line), and the NCAR (dotted line) models for the period
1860-2100.
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IPSL MPIM NCAR

Figure 4.2: Vertically integrated annual mean primary production (PP) in mgC
m2 day

, simulated by the IPSL

(left column), MPIM (middle column), and the NCAR (right column) models. The top row shows the decadal
average PP for 1860-1869, the second row for 2090-2099. The third and the fourth row both show PP changes
between the decades 1860-1869 and 2090-2099, but the bottom row focus on small changes of ±50 mgC

m2 day
.
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of 30◦S).

The spatial pattern of the changes is quite similar in the IPSL and the MPIM model. In
both models the Pacific accounts for about half of the PP reduction (IPSL: 52%, MPIM:
48%) and the Atlantic for about a third (IPSL: 32%, MPIM: 38%). In the NCAR model,
83% of the reduction takes place in the Atlantic, while the PP in the Pacific increases even
slightly because the reduction in the Tropics is compensated by increases in the north and
south. However, despite the large contribution of the Atlantic to the global PP reduction in
the NCAR model, in terms of absolute values the decrease in the Atlantic (-1.7 GtC/yr) lies
between the projections of the MPIM (-0.9 GtC/yr) and the IPSL (-2.7 GtC/yr) models.

In all three models the Indian Ocean accounts for about the same fraction of the global PP
reduction (IPSL: 15%, MPIM: 15%, NCAR: 20%). In the Arctic the NCAR and MPIM
models show an increase in PP (1.5% and 3% of the global PP change, respectively), whereas
in the IPSL model the Arctic accounts for 1% of the global PP reduction.

Looking at the changes at different latitudes, we find that in the IPSL and MPIM models,
72% and 77% of the reduction takes place in the Tropics (here defined as 30◦N-30◦S), 17%
and 9% north of 30◦N (except Arctic), and 10% and 17% south of 30◦S, respectively. Again,
the picture looks different in the NCAR model, where 57% of the PP reduction can be found
north of 30◦N (except Arctic) and 48% in the Tropics. South of 30◦S the NCAR model
projects a slight increase of 0.06 GtC/yr PP (3% of the global PP change).

Overall, there are relatively large differences between the different models in projecting
changes in PP. This is not surprising because there are already large differences when sim-
ulating present-day PP [Schneider et al., 2007]. However, the models agree mostly on the
reduction of PP in the low-latitude Atlantic and Indian Ocean, as well as on the slight in-
crease of PP in high latitude regions (parts of the Arctic and the Southern Ocean). They
agree partly on the reduction of PP in the low-latitude Pacific (IPSL and MPIM) and on the
slight increase of PP in the North Pacific (IPSL and NCAR).

4.3.2 Changes in PP limitation in the NCAR model

In order to attribute the changes in PP to changes in nutrient and light availability, mixed
layer depth (MLD), and temperature, the respective factors have been calculated from annual
mean data in the same way as the NCAR model does (see section 2.2.1). Figure 4.3 shows
these factors for the years 1985-2004 and figure 4.4 shows the changes from 1860 to 2099.

From this it follows that the large reduction of PP in the North Atlantic can mostly be
attributed to a decrease in mixed layer depth. North-west of Europe, the mixed layer is very
deep (more than 200 m in a large area) in 1860. From 1860 to 2099 the MLD decreases by
more than 100 m in that region, but only south of 60◦N (figure 4.5). North of 60◦N it remains
at great depth or even increases. Therefore the MLD scaling is switched off in a relatively
large area, where the MLD is below the compensation depth (zc = 75m) in 1860 (PP scaling
by zml/zc) and above zc in 2099 (no PP scaling). North of 60◦N the MLD scaling factor is
increased where the mixed layer is deeper than in 1860.

The changes in the MLD scaling factor are partly compensated by changes in the light
limitation, because more/less light is available in the production zone, when the MLD de-
creases/increases at depths below zcomp. The net effect of light limitation and MLD scaling
leads to an increased PP limitation by 10-50% in a large area of the North Atlantic between
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Figure 4.3: Factors that determine PP in the NCAR model. The figures show the present simulated factors
(average 1985-2004) averaged over the compensation depth (75 m), except the figure in the bottom right panel,
which shows the present simulated vertically integrated PP in mgC/m2/day. The top row shows the nutrient
limitation factors (phosphate, iron, and the minimum of both). The second row shows the light limitation
factor, the mixed layer scaling factor, and the combination of both. The third row shows the temperature
limitation factor, the combined effect of temperature, light, and mixed layer scaling, as well as the combination
of all limiting/scaling factors. The bottom row shows the biomass proxy (mmolP/m3) and the resulting PP.
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Figure 4.4: Changes in factors that determine PP in the NCAR model. The figures show relative changes
from the average of the first decade (1860-1869) to the average of the last decade (2090-2099) in percent,
except the figure in the bottom right panel, which shows the present simulated PP (average 1985-2004) in
mgC/m2/day. All values refer to averages over the compensation depth (75 m). Positive values indicate
changes that enhance PP, negative values indicate changes that tend to reduce PP. The top row shows changes
in nutrient limitation factors (phosphate, iron, and the minimum of both). The second row shows changes in
the light limitation factor, mixed layer scaling factor, and in the combination of both. The third row shows
changes in the temperature limitation factor, in the combined effect of temperature, light, and mixed layer
scaling, as well as in the combination of all limiting/scaling factors. The bottom row shows changes in the
biomass proxy and the resulting PP change.
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40◦N and 60◦N. Additionally this trend is enhanced by stronger nutrient limitation (PO4) in
the East Atlantic between 30◦N and 60◦N.

At high latitudes (north and south of 60◦) and in the North Pacific (north of 40◦N) the PP
limitation is strongly reduced because of higher temperatures and more light availability. In
the North Pacific the PP limitation declines mainly because of higher temperatures.

At latitudes between 40◦N and 40◦S the PP limitation is slightly enhanced, because of less
light availability (including reduced MLD scaling) and increased iron limitation in the south.
Enhanced phosphate limitation is the main cause for decreased PP in the north and west
Indian Ocean.

In the Southern Ocean, there are almost no changes in nutrient limitation. There, the pattern
is produced by a decrease in the MLD scaling factor in the South Indian Ocean and an increase
in the South Pacific around 40◦S, as well as by increased light limitation at some spots, and
a reduced temperature limitation in almost the entire Southern Ocean.

Because PP depends also on the biomass proxy (i.e. phosphate and iron concentrations), the
actual PP can also change where the limitation factors are unchanged. For example this is the
case in the Indian Ocean and in the Atlantic at low latitudes. The biomass proxy is reduced
in most regions, except in the Pacific 30◦N-30◦S. Only at some spots around Australia in the
east of India and in the South Atlantic around 20◦S, the biomass proxy increases.

Figure 4.5: Changes in simulated mixed layer depth (MLD) in the NCAR model. The top panels show the
average MLD in 1860-1869 (left) and in 2090-2099 (right). The bottom panels show the MLD changes (left)
and the average MLD in 1860-1869, where the MLD either changes from below the compensation depth (75
m) into the production zone or from the production zone below the compensation depth (right).



4.3. RESULTS 73

4.3.3 Drivers of PP changes

The global perspective

A first order approach to identify drivers of PP changes is to look for simultaneous changes
in the global mean of other tracers and physical properties. The models project an increase
of global annual mean SST by 12% (IPSL), 14% (MPIM), and 10% (NCAR) from 1860 to
2099, which is in coincidence with increased stratification and reduced surface PO4 and NO3

concentrations (figure 4.6). The stratification index, which is defined as the water density
difference between 0 m and 200 m depth according to Behrenfeld et al. [2006] and Schneider
et al. [2007], increases by 21% (IPSL), 26% (MPIM), and 13% (NCAR). Global mean surface
PO4/NO3 concentrations decline by -34% (IPSL), -11% (MPIM), and -4% (NCAR).

Compared to the other two models, the NCAR model shows a small response of MLD and PO4

concentrations to rising SST and stratification, whereas the MPIM model shows a relatively
strong response of the MLD. In the IPSL model, PO4 and NO3 concentrations experience a
comparatively strong decrease.

Surface iron concentrations are strongly elevated in the IPSL model (30%), whereas in the
MPIM and NCAR models decreases by 1%-3%. In all three models the global mean surface
salinity (not shown) declines very slightly by -0.15 psu (IPSL), -0.12 psu (MPIM), and -0.09
psu (NCAR) and the short wave surface heat flux (QSW) is reduced by 1-2% in the NCAR
and MPIM models and increased by about 1% in the IPSL model.

The reduction of global annual mean PP has about the same order of magnitude than the
reduction of PO4/NO3 in the MPIM and IPSL models (figure 4.6). In the NCAR model
PP is reduced more than surface PO4 concentrations. From this global perspective it seems
that increased stratification and reduced PO4/NO3 concentrations are main causes for the
PP reduction in all models. Additionally, the MLD reduction doesn’t seem to have a large
effect on PP in the IPSL and MPIM models, but is more important in the NCAR model.
Iron also is less likely a main cause for PP reduction on the global scale in the MPIM and
IPSL models, whereas in the NCAR model the decrease in surface iron concentration might
enforce global PP. Changes in surface irradiance doesn’t seem to play an important role on
the global scale in any of the three models.

Only in the IPSL model there is a difference between the reduction of POC export and the
reduction of PP. The reduction is about 5% less than the PP reduction and the variations in
time are a little bit smoothed out, compared to PP. In the MPIM and NCAR models POC
export and PP changes are equal. (In the NCAR model POC export is a fixed ratio of PP
by model design.)

An interesting feature is the export of calcium carbonate (CaCO3, not shown), which is
strongly reduced (by about 34%) in the IPSL model like the PP and the PO4/NO3 concen-
trations, but significantly increased in the MPIM model simulation (+21%). CaCO3 export
is not available for the NCAR model.

PP reduction in the North Atlantic

The North Atlantic (north of 30◦N) is an interesting region because all three models show
large relative changes in different variables there (figure 4.7). The stratification index increases
more than in any other region (except the Arctic in the NCAR model): 90% in the IPSL
model, 45% in the MPIM model, and 40% in the NCAR model. Simultanously PP is reduced
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Figure 4.6: Temporal evolution (1860-2099) of different variables possibly related to PP, on the global
scale (left column) and in the Arctic (right column) as simulated by the IPSL (top), MPIM (middle), and
NCAR (bottom) models. Changes in surface nutrient concentrations (PO4, NO3, Fe; averaged over top 75
m), vertically integrated PP, surface temperatures (SST, averaged over top 75 m), mixed layer depth (MLD),
stratification index (STRAT), short wave heat flux (QSW) at the surface, and POC export (EP) are shown.
The figures show changes in percent relative to the average of the first decade (1860-1869). Interannual
variability has been removed using a boxcar smoother (running mean) with a window length of 10 years. For
the NCAR model NO3 is not available and POC export is not shown, because it is a fixed ratio of PP.
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strongly in the IPSL (-65%) and NCAR (-35%) models. In the MPIM model the reduction
is less accentuated, but slightly larger than the global mean, though.

In the NCAR simulation a strong inverse relation between stratification and PP (R2 > 0.5),
as well as a positive correlation with MLD (R2 > 0.7) is visible (figures 4.7 and 4.9), PO4 is
also reduced by about 26% but shows no significant correlation with PP (figure 4.10). In the
region between 40◦N and 60◦N, where iron becomes the limiting factor, a strong correlation
(R2 > 0.7) between iron and PP reduction was found. Because the PP changes are correlated
more with decreased surface salinity than with increased SST, the increase in stratification
seems to be related primarily to changes in salinity, rather than in SST.

The PP reduction in the North Atlantic for the IPSL model seems to be more related to
PO4/NO3 reductions. There is a less strong connection with MLD and iron is not limiting,
as concentrations increase strongly, but similar salinity and stratification correlation patterns
as in the NCAR model can be found.

The North Pacific

In the North Pacific (north of 30◦N) the NCAR model projects a slight increase in PP mainly
because of less light and temperature limitation (figure 4.7). SST increases by about 30%
and QSW by about 5%, which results in a net PP increase, despite of stronger stratification,
a slightly reduced MLD, and less iron availability, that counteract the PP increase. The PP
increase in the very north is correlated (R2 > 0.5) with increased QSW and the PP decrease
in the west around 30◦N is correlated with decreasing iron concentration and MLD (figures
4.9 and 4.10).

The MPIM model shows only very little PP variations in the North Pacific, which are most
likely related to variations in iron availability and MLD.

In the IPSL simulation PP is reduced by about 25%, which is less than in the North Atlantic,
despite the fact that PO4 and NO3 surface concentrations are reduced by nearly the same
amount as in the North Atlantic. Although a slightly higher SST increase, the increase in
stratification and the decrease of MLD is less strong than in the North Atlantic. Additionally,
increased iron availability counteracts the PP decrease, because iron is a limiting nutrient in
the North Pacific.

PP changes in the low latitude ocean

In the low latitude ocean (30◦N-30◦S), all three models show a reduction of PP. The IPSL
model projects a PP reduction of about 60% for the low latitudes of all three basins, Atlantic,
Pacific, and Indian Ocean. This reduction comes together with a similar but somewhat smaller
reduction in surface PO4 and a very strong (80-90%) decline of surface NO3 concentrations,
which is the major limiting nutrient in the low latitude ocean [Schneider et al., 2007]. Strat-
ification is increased by about 20% in the Indian and Pacific (figure 4.8), while it increases
only by a few percent in the Atlantic. The MLD decreases only slightly in the Pacific and
Indian Ocean.

In the MPIM simulation the PP reduction in the low latitude Pacific is correlated weakly
(R2 > 0.3) with increased stratification, reduced MLD, and strongly (R2 > 0.7) with less
iron availability (figures 4.8 and 4.10). In the Atlantic, the stratification increase and the
MLD decrease are weaker than in the Pacific, but PP is reduced by about the same factor
(about -15%), because the decline of PO4 and NO3 concentrations is relatively strong. In
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Figure 4.7: Temporal evolution (1860-2099) of different variables possibly related to PP, in the North Atlantic
(north of 30◦N, left column) and in the North Pacific (north of 30◦N, right column). See figure 4.6 for a more
detailed description.
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the Indian Ocean there is only a small reduction of PP by about 5%, most probably because
iron concentraions, which is the main limiting nutrient, increase slightly, while PO4 and NO3

concentrations decline with increasing stratification and reduced MLD.

The NCAR model projects a PP reduction of -10% in the low latitude Atlantic, which shows
a weak correlation with increasing stratification and the slightly reduced MLD. Surface PO4,
that is the limiting nutrient in that region, is reduced by about 15%. Surface iron concen-
trations increase slightly and iron is not limiting in a large part of that region. In the low
latitude Pacific the opposite is the case; the surface iron concentration declines with increasing
stratification and decreasing MLD (figure 4.8). Because iron is the major limiting nutrient in
the Pacific, there’s a strong correlation between reduced iron availability and PP (R2 > 0.7,
figure 4.10). Again, the PP decrease (-8%) in the Indian Ocean is mainly determined by
reduced PO4 availability in the west (due to increased stratification) and reduced MLD in
the south. This reduction is partly counteracted by increased upwelling north-east of India.

The Southern Ocean

The IPSL model shows only little changes in the Atlantic sector of the Southern Ocean
(south of 30◦S). Only SST and iron concentrations are increased by 2100 (like everywhere
in the IPSL model). PP is reduced only slightly, together with surface PO4 and NO3, that
is reduced by about 10%. In the South Pacific the changes are similar that in the North
Pacific; PP is reduced by about 25% with increasing stratification and strongly reduced PO4

and NO3 surface concentrations (figure 4.8). Again, the PP reduction is partly absorbed by
enhanced iron availability and possibly also by more light availability (QSW increase). This
is even more true for the South Indian, where the net PP reduction is small, despite increased
stratificaion and reduced PO4/NO3 concentrations.

In the MPIM simulation the Southern Ocean presents a fairly homogeneous picture. PP is
reduced only slightly, the largest decreases can be found in the South Indian (about -8%).
Obviously the increased stratification and the large decrease of MLD (up to -60% in the South
Atlantic) do not have a big effect on nutrient concentrations and on PP in the Southern Ocean.
In contrast to the other two models, QSW is reduced in the Southern Ocean.

The NCAR model projects a slight net increase of PP (3% of the global PP change) in
the Southern Ocean, although the stratification increases by about 17% (South Atlantic and
Pacific) to 27% (South Indian) and the surface iron availability decreases by about -10%. The
PP reduction is compensated by less temperature and light limitation. Only in the South
Indian PP is reduced slightly due to the large stratification increase and the MLD decrease.

The Arctic

The MPIM and NCAR models project a large relative increase of PP in the Arctic (MPIM:
+120%, NCAR: +260%, figure 4.6). These large values arise, because the PP values are close
to zero in the Arctic. In terms of absolute values these increases account only for 3% and
1.5% of the global PP changes, respectively. In the MPIM simulation PP increases mainly
due to increasing SST, whereas in the NCAR simulation PP increases due to a large increase
in light availability (QSW) and rised SST. In both models, stratification and MLD increase,
while nutrient concentrations decline, but these changes have only a small effect on PP.

The IPSL model also projects a large increase of QSW in the Arctic, but nevertheless PP is
reduced by about 60%, possibly due to a large increase in stratification and declined MLD
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Figure 4.8: Temporal evolution (1860-2099) of different variables possibly related to PP, in the Pacific between
30◦N and 30◦S (left column) and in the South Pacific (south of 30◦S, right column). See figure 4.6 for a more
detailed description.
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together with strongly reduced PO4 and NO3 availability.

Changes in ocean circulation

In the NCAR model the meridional overturning circulation (MOC) is slightly enhanced in
the Southern Ocean around 55◦S during the simulation from 1860 to 2099 (figure 4.11),
potentially leading to more upwelling and nutrient supply to the surface. This corresponds
with relatively small decreases in PO4 concentrations in the Southern Ocean compared to the
global average (figure 4.8).
The maximum overturning in the Atlantic is reduced by about 5 Sv from about 20 Sv to 15 Sv.
This eventually results in less transport of nutrients the high production regions in the North
Atlantic leading to a large decrease in PO4 concentrations (figure 4.7). The North Atlantic
deep water formation weakens and the transport of water masses from the surface to the deep
ocean between 40◦N and 70◦N is reduced. This corresponds with increased stratification and
reduced mixed layer depth, due to lower surface salinity, and possibly results in less transport
of dissolved and particulate organic matter to the deep ocean and, on longer time scales, to
other ocean basins.
In the Pacific and Indian Ocean, the upward transport of North Atlantic and North Indian
deep water is reduced, as well as the northward transport of upwelled waters from the equator.
This potentially reduces the nutrient flux from the deep ocean to the surface in the equatorial
and in the North Pacific and Indian Ocean.

As a measure of upwelling and sinking of water masses in the productive zone, the vertical
transport at 75 m has been chosen. Both, the IPSL and the NCAR model project a large
decrease in upwelling in the equatorial Pacific (figure 4.12). Relatively large changes can also
be found in the North Atlantic (decreased upwelling as well as decreased sinking) and in the
Southern Ocean.

4.4 Discussion

All three models show a significant reduction in global primary productivity during the sim-
ulations from 1860 to 2100 under the SRES A2 emission scenario. Global decadal mean PP
declines by -7% to -25% of the respective preindustrial value. The NCAR model, which also
shows the smallest relative changes in SST (rel. to climate sensitivity), stratification, PO4

surface concentrations, mixed layer depth, and surface salinity on the global scale, projects
the smallest reduction. On the other hand, the MPIM model, which shows the highest rela-
tive changes in SST, stratification, and MLD (but not in PO4 concentrations and salinity),
projects a relatively small reduction in PP, compared to the IPSL model, which projects by
far the largest (relative and absolute) changes in global annual mean PP, together with the
largest changes in surface PO4 concentrations and surface salinity.

The PP changes in the NCAR simulation seem to be dominated by the North Atlantic caused
by increased stratification, reduced MLD, and reduced iron availability. Iron also seems to play
a major role at low and mid latitudes in the Pacific and Indian Ocean. The mixed layer depths
is a major factor in the North Pacific and also in other regions, due to the design of the NCAR
model, that uses mixed layer scaling to calculate production of organic matter. The changes
in the IPSL and MPIM simulations are more distributed. In the IPSL simulation, the PP
reductions in the low-latitude ocean and in the North Atlantic are correlated with reductions
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IPSL MPIM NCAR

Figure 4.9: Linear correlation between vertically integrated annual mean PP and temperature (T, top row),
salinity (S, second row), stratification index (STRAT, third row), and mixed layer depth (MLD, bottom row)
as simulated by the IPSL (left column), MPIM (middle column), and NCAR (right column) models. The
regression has been calculated for each grid cell using the time series from 1860 to 2100. For temperature and
salinity, averages over the top 75 m have been used. The figures show the regression slopes (∆PP [ mgC

m2 day
] per

∆T [◦C], ∆S [psu], ∆STRAT [ kg
m3 ], and ∆MLD [m]), where R2 > 0.5.
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IPSL MPIM NCAR

Figure 4.10: Linear correlation between vertically integrated annual mean PP and iron (Fe, top row), phos-
phate (PO4, middle row), and surface solar irradiance (QSW, bottom row) as simulated by the IPSL (left
column), MPIM (middle column), and NCAR (right column) models. The regression has been calculated for
each grid cell using the time series from 1860 to 2100. For Fe and PO4, average concentrations over the top
75 m have been used. The figures show the regression slopes (∆PP (molC

m2 s
) per ∆[Fe] (molFe

m3 ); ∆PP (µmolC
m2 s

)

per ∆[PO4] (molP
m3 ); ∆PP ( mgC

m2 day
) per ∆QSW ( W

m2 )), where R2 > 0.5.
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1865 2095 Change 1865 to 2095

Figure 4.11: Simulated changes in the meridional overturning circulation (MOC) in the global ocean (top), in
the Atlantic and Arctic (middle), and in the Pacific and Indian Ocean (bottom). In the left and middle columns
the average MOC stream-function over the decades 1860-1869 (1865) and 2090-2099 (2095), respectively, is
shown. The right column shows the difference 2095 minus 1865. All figures show values in Sverdrup [Sv]
simulated by the NCAR model.

in surface PO4 and NO3 concentrations and increased stratification. At high latitudes, PP
tends to increase in the Arctic (NCAR and MPIM), in the North Pacific (NCAR and a smaller
region in IPSL), and in several regions in the Southern Ocean (all models), eventually due to
less temperature and light limitation.

The results also show, that there are relatively large differences between the models and
that the underlying mechanisms are rather complex and diverse. Therefore, estimating which
factors determine the projected PP changes and to what extent, is a difficult task that has
only been possible to a certain degree within the boundaries of this thesis.
In a further analysis of the simulation results, long-term changes could be compared to sea-
sonal and interannual variability and changes in seasonal and interannual variability them-
selves could be analyzed. Furthermore, a more detailed analysis of changes in the ocean
circulation could be done and more advanced statistical methods could be applied. Inter-
esting topics would also be the export of CaCO3, which is quite different in the IPSL and
MPIM models, and its relation to the export of organic matter, as well as the relation be-
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IPSL NCAR

Figure 4.12: Vertical transport at a depth of 75 m as simulated by the IPSL (left column) and NCAR (right
column) models. The top and middle rows show the averages over the decade 1870-1879 (1875) and 2090-2099
(2095), respectively. The bottom row shows the difference 2095 minus 1875. The vertical transport is indicated
as sum of the eulerian velocity vertical component and the eddy induced transport velocity vertical component
in meters per second.
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tween primary production and export of particulate and dissolved organic matter. Finally,
the results could be interpreted regarding more the internal implementation of the models
and a comparison with other studies could be done.



Appendix A

Technical aspects of running the
CSM1.4-carbon model

During my thesis work, I spent some time on setting up, debugging and running the NCAR
CSM-1.4-carbon model. This included solving some issues that prevented the model from
running properly on the local Linux PC cluster at our division, as well as porting the model
code from the IBM SP4 (running AIX) platform to the new IBM p5 system (running Linux)
at the Swiss National Supercomputing Centre1 (CSCS) in Manno.
This appendix contains some technical information regarding this tasks. It is not intended
to be a complete and definite manual, but it contains some important findings, which solved
several problems.

A.1 Running the model on the IBM p5 system at CSCS

This sections provides an overview of the most important configuration settings and other
information on running the CSM1.4-carbon code on the IBM p5 system2 at the CSCS.

A.1.1 Running in 64bit mode

• Use 64-bit thread-safe libraries (see below)

• Set the OBJECT MODE environment variable in the start script:
setenv OBJECT MODE 64

A.1.2 Libraries

• NetCDF

– Include path: /apps/netcdf-3.6.1/64/include

– Library path: /apps/netcdf-3.6.1/64/lib

– Library switches: -lnetcdf

• IBM POE (including MPI and LAPI)

1http://www.cscs.ch/
2https://www-users.cscs.ch/resources/ibm/p5/docs.html (requires a login account at CSCS)
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– Include path: /opt/ibmhpc/ppe.poe/include/thread64

– Library path: -

– Library switches: -lmpi ibm -lpoe -llapi

• IBM MASS (Mathematical Acceleration Subsystem)

– Include path: -

– Library path: /opt/ibmcmp/xlmass/4.3

– Library switches: -lmass 64 -lmassvp5 64

• MSS utilities (included in CSM-1.4, no system library)

– The library has to be compiled in /ccsm/bio/lib/mss utils64 using the script
compile.sh. Edit the script to use the same compiler and compiler-options as the
model components, and set the OBJECT MODE environment variable to 64 in order
to generate 64-bit code.

– Include path: -

– Library path: $(HOME)/ccsm/bio/lib/mss utils64

– Library switches: -lmms

A.1.3 Compilers and compiler options

• Preprocessor (CPP): /opt/ibmcmp/xlf/10.1/exe/cpp -P

– Preprocessor macros (CPPFLAGS):

∗ -DLinux -DLINUX - Enable Linux specific code (case sensitive; BOTH macros
must be specified!)

∗ -DIBM XLF - Enable IBM XL Fortran Compiler specific code (newly introduced,
see below)

∗ -DCOUP CSM - Run fully coupled model (MPI)

∗ -DMSS - Enable MSS utils code

∗ -DTASKCOMMON=’common’ - (Name for common data blocks)

∗ -DSPMD - Enable code for running the atmosphere component in hybrid mode
(multiple MPI-processes). Don’t specify this macro, if only one atmosphere
process (with SMP parallelization) is used!

– Additional macros for the ocean component are included at compile time by adding
$(shell cat options.list) to CPPFLAGS.

– Additional macro for the atm component: -DFORTFFT - Use slow Fortran FFT
routines instead of ECMTTF library.
Additionally $(SRCDIR)/mathutil and $(SRCDIR)/srchutil must be in the in-
clude path.

• Fortran compiler (FC): mpfort -compiler xlf90 r (IBM XL Fortran with MPI and
SMP support, thread-safe)

– Compiler options (FFLAGS and FOPT LEVEL):
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∗ -qarch=pwr5 -qtune=pwr5 - Generate code for Power5 platform

∗ -qsmp=noauto -qthreaded - Generate SMP code (OpenMP), no automatic
parallelization

∗ -qrealsize=8 - Size of type real

∗ -qstrict - Absolute floating point precision (IEEE semantics). Relevant when
using -O3 optimization.

∗ -qextname=t initializef:t startf:t stopf:t prf - Fixes missing under-
score for this functions?

∗ -O2 - Optimization level 2. IMPORTANT: Do not use a higher optimization
level! Using level 3 will produce different results than level 2 and it is very
likely that the model (atmosphere) will crash sometimes with a ’segmentation
fault’ error. Level 2 produces the same results as when no optimization is
used, but was not found to enhance performance, though.

– Additional options for fixed-format code (*.F files, FIXEDFLAGS): -qsuffix=f=f
-qfixed=132

– Additional options for free-format code (*.F90 files, FREEFLAGS): -qsuffix=f=f90
-qfree=f90

– Additional options for the ocean and land module: -byteswapio

– Debugging options (not enabled in normal operation): -g -qfullpath -qattr=full

-qlist -qlistopt -qsource

• C compiler (CC): cc (IBM XL C compiler)

– Compiler options (CFLAGS):

∗ -qsmp=noauto -qthreaded - Generate SMP code (OpenMP), no automatic
parallelization

• Linker options (LD FLAGS):

– -qsmp=noauto -qthreaded - Generate SMP code (OpenMP), no automatic par-
allelization

A.1.4 Parallelization

• The model components (cpl,atm,ocn,ice,lnd) run as individual processes (MPI tasks)
and communicate with MPI.

• The model components atm,ocn,lnd and cpl can be shared-memory parallelized on SMP
nodes (OpenMP). These processes then run multithreaded on multiple CPUs (one MPI-
task with multiple threads).

• The atm and lnd component can be parallelized additionally by enabling -DSPMD. In
this case the atm component runs with multiple MPI-tasks (processes), which again can
run multithreaded.

• The number of MPI-tasks (processes) is defined in the start script by the variable
NTASKS. It must be 1 for all components, except for atm and lnd when -DSPMD is being
used.
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• The number of threads per MPI-task is defined in the start script by the variable NCPUS.
The OpenMP variable OMP NUM THREADS will be set to this values for each component
at start-up.

• The OpenMP variable OMP DYNAMIC must NOT be set to true in order to gain the
desired performance.

• The IBM XL SMP variable XLSMPOPTS must be set to "stack=256000000" and
MP CSS INTERRUPT must NOT be set to yes. Otherwise, the atm component crashes
with ’Segmentation fault’ at start-up. Additionally the stack limit load-leveler vari-
able has been set to # @ stack limit = 2200mb, as well as the environment variable
MP THREAD STACKSIZE=200M. These values, however, are possibly larger than required.
(Note: This information has to be verified, because these problems might have been
connected to the ’optimization level 3 problem’ described above and might be solved
using a lower optimization level.)

• The distribution of the MPI-tasks to multiple nodes can be specified by the task geometry

load-leveler variable. The format is task geometry = {(a,b,c)(d,e)}, where the
parentheses embrace task ids that run on the same node. Here the tasks a, b and
c run on the first node, d and e on the second node. If only one atm task is used (total
5 tasks), task 0 is atm, task 1 lnd, task 2 ice, task 3 ocn, and task 4 cpl. If more than
one atm is used the task ids of the other components increment accordingly.

• To get the optimal performance the following parameters have to be fine-tuned:

– The number of atm and lnd tasks (NTASKS / -DSMPD)

– The number of atm, ocn, lnd and cpl SMP-threads per task (NCPUS)

– The distribution of the MPI-tasks onto multiple nodes (task geometry)

– The network adapter (network.MPI)

– Possibly the OpenMP scheduling variable (OMP SCHEDULE) or other things

A.1.5 Code modifications

In order to get the model running, the following changes have been made to the code:

1. src.atm/chemmix.F: The comment starting at line 75 has been modified, because the
$-signs confused the compiler.

2. src.atm/select.F90: The function select() (which is part of the atmosphere mathutil
code, but never used...) has been removed, because it caused a conflict with the system
call select()! (This was done by replacing the original subroutine with the empty
select dummy().)

3. src.shr/mpi setup.F: call chdir() has been changed to call shr sys chdir() at
line 110, in order to use the proper wrapper function when changing the directory.

4. src.atm/ioFileMod.F90 and src.shr/shr sys mod.F90: Some #ifdef AIX prepro-
cessor directives have been changed to the newly introduced #ifdef IBM XLF, because
the corresponding code is rather compiler-specific than AIX architecture-specific.

Additionally, some modifications have been made in src/atm/spmdinit.F90 and
src.shr/shr msg mod.F90 in order to fix some minor issues.
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A.1.6 Current status and performance

• The model runs well with pure shared-memory message passing, on one node with up
to 16 CPUs. Best performance (5.7 min/mt) was achieved with one task per component
(SPMD disabled) and the following distribution of the CPUs among the tasks for SMP-
threads: cpl(1), atm(7), ocn(5), ice(1), lnd(2)

• On two nodes with a total of 32 CPUs, best performance (3.3 min/mt) was achieved
again without SPMD and by using the network adapter # @ network.MPI = sn all,

shared,US,HIGH, as well as the following node/task/thread distribution: first node:
atm(16); second node: cpl(1), ocn(10), ice(1), lnd(4) (task geometry = {(0) (1,2,3,4)}).

• Using more than two nodes did not improve the performance significantly (figure A.1).
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Figure A.1: Performance and scalability of the CSM1.4-carbon model on different platforms. The perfor-
mance is indicated by the amount of time it takes to simulate one month.

A.1.7 Additional notes

• For FFT, slow Fortran routines (-DFORTFFT macro) are used because the ECMFFT
library is not available.

• While debugging and running the model, the start script and the makefile have been
improved and cleaned up. Additionally some tools have been developed (e.g. new
backup procedure, performance calculator, script to automatically set up the model for
a restart).
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A.2 Running the model on the local Linux PC cluster

The setup of the CSM1.4-model on the local PC cluster is similar to the setup on the IBM p5
system (section A.1), because both systems use the Linux operating system. However there
are some differences, most notably another compiler (PGI) is used.

In order to run the model on the Linux cluster, some code modification was needed. Added
or modified files are: src.atm/data.h and src.atm/data.F.90 (declaration of ff-emission
variables), src.atm/spmdinit.F90 (fixed if/endif issue), src.lnd/casactli.F (removed re-
dundant ’implicit none’), and src.atm/scan2.F90 (fixed typo). Fortran formatting issues
have been fixed in src.lnd/lsm csmrcv.F, src.lnd/lsm spmd.F, hist inihst.F,

hist timvar.F, lsm csmsnd.F, and restwrt.F.
Additionally, the makefile and start script have been improved and a new header file
src.shr/case definition.h has been introduced, in order to simplify the setup of new
cases. The following instructions may help to set up a new case:

1. Edit the start script C4t.001.nqs0:

• CASE : Case name (max. 16 characters).

• NCPUS : Only relevant for the ocean module. Set it to the number number of CPUs,
if the ocean runs with OpenMP on a SMP node, otherwise set it to 1.

• CSMROOT : Root directory of model code.

• EXEDIR : Output directory for executables, log files etc.

• CP DIR : Data output directory.

• TMPDIR : Temporary directory for compiling.

• MPIRUN : Path to the mpirun script.

• INC MPI : Path to the MPI include files.

• LIB MPI : Path to the MPI libraries.

2. Edit Makefile:

• Add -DSPMD to CPPFLAGS if multiple atmosphere processes should be used, other-
wise remove it.

• Add -mp to FFLAGS and LD FLAGS of the ocean module, if the ocean runs with
OpenMP on a SMP node, otherwise remove it.

• INC NETCDF : Path to the Netcdf include files.

• LIB NETCDF : Path to the Netcdf libraries.

• INC MPI : Path to the MPI include files.

• LIB MPI : Path to the MPI libraries.

3. Edit src.ocn/setdefs.csh: Set OpenMP = yes, if the ocean component should run
with OpenMP on a SMP node, otherwise set it to ’no’.

4. Edit pgfile: Set node names and the paths to executables (EXEDIR).

5. Edit src.shr/case definition.h:
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• CASE NAME : Like CASE in the start script.

• CASE CP DIR : Like CP DIR in the start script.

• CASE DATE : Date for log files.

• Adjust the user name.

6. Compile mss utils: Run compile.sh in src.shr/mms utils/.

7. Compile and run the model: Run the start script C4t.001.nqs0.

Because the ocean component (NCOM) can only be parallelized using shared-memory (OpenMP)
parallelization, the scalability on single CPU systems is very limited. To improve performance
the ocean component was also deployed on a cluster node with a dual-core CPU, which im-
proved the performance significantly (figure A.1). A major performance improvement has
also be found when running the model in 64bit mode on AMD64 systems.

When using OpenMP with the ocean component, it is very important NOT to use the
-Mconcur PGI compiler flag, because this will produce different results and will likely crash
the model.

A.3 Differences between model results on different platforms

Results from models that run on different platforms (i.e. the combination of CPU, compiler,
libraries etc. on a specific machine) are not identical but differ slightly, although the model
code and setup are identical. A small comparison of the results from the control run on four
different platforms (IBM SP4 and IBM p5 systems at CSCS, as well as two local Linux PC
clusters (AMD 32bit and AMD 64bit)) shows that these differences are strongly region and
tracer dependent. All differences between two of the four platforms are very similar, that
means for example that the difference between the two IBM systems is not smaller or larger
as the difference between one IBM system and the Linux PC clusters.

The differences in surface DIC (first 100 years of the control run) is virtually zero in the global
average. However, the standard deviation of the difference distribution among all surface grid
boxes is about 0.02 mol/m3 (≈ 1% of the in situ value) and the maximum is around 0.2
mol/m3 (≈ 10%). This means that there are regions where the differences between different
platforms are more pronounced than in the global average. The standard deviation and the
maximum of the difference increse very rapidly during the first year and then remain relatively
constant on the levels mentioned above, which means that there is no trend with time. The
simulated surface DIC shows virtually no difference in spatial variability between the four
platforms.

Atmospheric CO2 at the ocean surface looks similar. The average difference is around ±2 ppm
(≈ 1% of the in situ value) and maximum deviations are around 6 ppm (≈ 5%). Again, no
trend is visible in the first 100 years and the standard deviation and the maximum difference
are relatively constant.

The comparison of simulated oxygen between results from the IBM SP4 and from the two
Linux PC clusters show, that the differences are particularly large (around 5%) where the
model shows the largest drift. For O2 that is in the North Atlantic between 40◦N and 60◦N
above 1000 m depth and in the Southern Ocean south of 60◦S above 1500 m.



92 A. TECHNICAL ASPECTS OF RUNNING THE CSM1.4-CARBON MODEL

In the case of surface DIC and atmospheric CO2 the differences between results from dif-
ferent platforms are small compared to the changes in the real simulations with increasing
CO2. However, the differences have to be considered and, in principle, the impacts should be
assessed for every variable. The deviations due to different computing platforms can be an
indicator of the model’s stability and a measure of errors in the simulation results.
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